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Abstract

Experimental investigations of single InGaN/GaN quantum dots grown on the non-polar
(112̄0) plane are presented.

The electrical driving of non-polar nitride quantum dots is demonstrated. Correlation
measurements on a single dot prove single-photon emission with a second order corre-
lation value of g2(0) = 0.18(18), taking into account the detector time response. The
dot’s emission exhibits a high degree of linear polarisation, in agreement with a study
on 76 randomly chosen quantum dots. Current-dependent measurements reveal three
biexciton-exciton pairs with a small binding energy of ±3meV, indicating dot heights
below 5 nm. Electroluminescence of a single dot is demonstrated up to 130 K.

A lateral electric field is applied to quantum dots with the aim of estimating their
lateral size and confining potential from linewidth broadening. A measurement on a
single dot yields 6(1) nm and 28(3) meV. However, 60 other emission lines do not show
a broadening, but their energy shifts allow to determine the magnitude of the in-built
dipoles. As expected, these are small compared to those of polar InGaN dots, ranging
between−0.4eÅ and +0.3eÅ. The existence of both parallel and anti-parallel dipoles is
attributed to competition between the first and second order piezo-electric component.
A mean in-built field of -3 kV/cm with a standard deviation of 11 kV/cm is deduced,
demonstrating a reduction by more than two orders of magnitude compared to polar
InGaN dots. Further observations are unexpected non-parabolic energy shifts, attributed
to device fabrication issues, and similar shift behaviour of some emission lines in the
same spectrum, attributed to multi-excitonic complexes and excited states.

A correlation method is used along with continuous laser excitation to measure the
fast timescale of spectral diffusion of several dots. Only a part of a dot’s linewidth is
selected. One randomly chosen dot exhibits a spectral diffusion time of 860(160) ns at
low excitation power. The inverse of the spectral diffusion time increases with increas-
ing excitation power, in line with previous reports. Other quantum dots exhibit shorter,
but also longer spectral diffusion times, up to 1170(50) ns. This is at least 3.5 times
longer than for any previous measurement on a nitride dot.
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Commonly Used Abbreviations

AFM Atomic force microscope
CCD Charge-coupled device
CW Continuous wave
EL Electroluminescence
ELOG Epitaxial lateral overgrowth
FSS Fine structure splitting
MDE Modified droplet epitaxy
PL Photoluminescence
µPL Micro-photoluminescence
FWHM Full width at half maximum
HBT Hanbury Brown and Twiss
IRF Instrument response function
NA Numerical aperture
PMT Photomultiplier tube
Q2T Quasi-two temperature (growth)
QCSE Quantum confined Stark effect
QD Quantum dot
QKD Quantum key distribution
QW Quantum well
TCSPC Time-correlated single photon counting

v



List of Publications

B. P. L. Reid, C. C. Kocher, T. Zhu, F. Oehler, C. C. S. Chan, R. A. Oliver, and R. A.
Taylor, "Non-polar InGaN quantum dot emission with crystal-axis oriented linear po-
larization" Appl. Phys. Lett. 106, 171108, (2015).

C. C. Kocher, T. J. Puchtler, J. C. Jarman, T. Zhu, T. Wang, L. Nuttall, R. A. Oliver,
and R. A. Taylor, "Highly polarized electrically driven single-photon emission from a
non-polar InGaN quantum dot" Appl. Phys. Lett. 111, 251108 (2017).

T. Wang, T. J. Puchtler, T. Zhu, J. C. Jarman, C. C. Kocher, R. A. Oliver, and R. A.
Taylor, "Temperature-dependent fine structure splitting in InGaN quantum dots" Appl.
Phys. Lett. 111, 053101 (2017).

M. Li, F. Chen, C. C. Kocher, H. Zhang, S. Li, F. Huang, J. Zhang, and R. A. Tay-
lor, "Near-Strain-Free GaN/AlGaN Narrow Line Width UV Light Emission with Very
Stable Wavelength on Excitation Power by Using Superlattices" ACS Appl. Electron.
Mater. 2, 571-579 (2020).

Y. Park, A. Jana, C. W. Myung, T. Yoon, G. Lee, C. C. Kocher, G. Ying, V. Osokin, R.
A. Taylor, and K. S. Kim, "Enhanced photoluminescence quantum yield of MAPbBr3

nanocrystals by passivation using graphene" Nano Res. 12 (2020).

Y. Park, G. Ying, A. Jana, V. Osokin, C. Kocher, T. Farrow, R. Taylor, and K. Kim,
"Coarse and fine-tuning of lasing transverse electromagnetic modes in coupled all-
inorganic perovskite quantum dots", submitted to ACS Photonics.

C. C. Kocher, J. C. Jarman, T. Zhu, R. A. Oliver, and R. A. Taylor, "Decreased fast
spectral diffusion of non-polar InGaN quantum dots", in preparation.

vi



Contents

1 Introduction 1
1.1 Applications of single photons . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Sources of single photons . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Nitride quantum dots . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Properties of group III-nitride semiconductors 10
2.1 Crystal structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Quantum confined Stark effect . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Band structure and emission properties . . . . . . . . . . . . . . . . . . 13

2.3.1 Bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Quantum wells . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 InGaN quantum dots . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Photon statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 Samples and experimental setup 23
3.1 Sample growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.1 Modified droplet epitaxy growth . . . . . . . . . . . . . . . . . 25
3.1.2 Quasi-two-temperature growth . . . . . . . . . . . . . . . . . . 25

3.2 Micro-photoluminescence setup . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Laser excitation sources . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Cryostat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.3 Opto-mechanical system . . . . . . . . . . . . . . . . . . . . . 29
3.2.4 Micro-photoluminescence mapping . . . . . . . . . . . . . . . 32
3.2.5 Spectrally resolved detection . . . . . . . . . . . . . . . . . . . 35
3.2.6 Time-correlated single photon detection . . . . . . . . . . . . . 36

4 Electroluminescence studies of non-polar InGaN quantum dots 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Sample and setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

vii



Contents

4.3 Spectral characterisation . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1 Injection current dependence . . . . . . . . . . . . . . . . . . . 44
4.3.2 Polarisation dependence . . . . . . . . . . . . . . . . . . . . . 52

4.4 Single-photon emission . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Temperature dependence . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.6 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.6.1 Single-photon emission at elevated temperature . . . . . . . . . 69
4.6.2 Pulsed excitation . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Electro-optical investigations of the lateral dipole moments of non-
polar InGaN quantum dots 76
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Device fabrication and electrical properties . . . . . . . . . . . . . . . 78
5.3 Electric field simulations . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 Laser power dependence of QD shift . . . . . . . . . . . . . . . . . . . 83
5.5 Thermometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6 Electric field dependence of the linewidth . . . . . . . . . . . . . . . . 88
5.7 Energy shifts of many QDs . . . . . . . . . . . . . . . . . . . . . . . . 91

5.7.1 Parabolic behaviour . . . . . . . . . . . . . . . . . . . . . . . . 92
5.7.2 Irregular behaviour . . . . . . . . . . . . . . . . . . . . . . . . 94

5.8 Similar electric field dependence of multiple lines . . . . . . . . . . . . 96
5.9 Conclusion and improvement ideas . . . . . . . . . . . . . . . . . . . . 100

6 Decreased fast spectral diffusion of non-polar InGaN quantum dots102
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Sample and setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3 Properties of the studied quantum dot . . . . . . . . . . . . . . . . . . 107
6.4 Fast timescale spectral diffusion . . . . . . . . . . . . . . . . . . . . . 113

6.4.1 Pile-up effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.2 Power dependence of the fast spectral diffusion time of QD1 . . 118
6.4.3 More QD examples . . . . . . . . . . . . . . . . . . . . . . . . 120
6.4.4 Comparison of a spectral diffusion measurement in start-stop

and in time-tagged mode . . . . . . . . . . . . . . . . . . . . . 121
6.5 Conclusion and future experiments . . . . . . . . . . . . . . . . . . . . 124

7 Conclusion 126

viii



Contents

8 Appendix 130
8.1 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2 Calculation of HBT trace fit accounting for the finite detector response

time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Bibliography 134

ix



1 Introduction

Rapid advances in the growth of semiconductor materials in the 1980s and 1990s made

it possible to realise structures akin to the well known particle in a box model. Con-

fining a particle in a potential well leads to the quantisation of its energy levels. For

example, solving the Schrödinger equation for a one-dimensional box of length L with

infinitely high barriers containing a single particle with the mass m yields the energy

levels En = n2h2/8mL2 with the quantisation number n ∈ N [1, p. 89]. Experimentally,

a confining potential can be created by enclosing a small semiconductor droplet in a

matrix of a second semiconductor with a larger bandgap. In order to achieve the energy

level quantisation, the relevant scale of the droplet is given by the de Broglie wavelength

of the exciton of the enclosed semiconductor. In most semiconductors, this commonly

amounts to a few nanometres [1, p. 334]. Restricting the motion of carriers in one di-

rection yields a quantum well (QW), whereas when it is restricted in all three spatial

dimensions, a quantum dot (QD) is obtained. This quantum confinement changes the

energy dependence of the density of states (DOS) from a square root dependence for

bulk material over a step-like DOS for a QW to a discrete DOS for a QD [1, p. 334].

For this reason, QDs are commonly called artificial atoms. Hence, they can be used to

generate single photons within a certain wavelength window.
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1.1 Applications of single photons

1.1 Applications of single photons

Single photons are a precious, versatile resource which enables a number of important

applications. Perhaps the most prominent of these lies in the field of quantum key

distribution (QKD) [2–5]. Using a single photon to encode and transmit information

protects it against eavesdropping by universally valid laws of physics instead of relying

on computationally hard problems [6, 7]. One example is the seminal BB84 protocol,

one of the first QKD protocols, published in 1984 [2]. Information is encoded in the

polarisation of single photons in two bases (e.g. horizontal/vertical and ±45◦). The

sender (Alice) randomly selects one of the 4 states each time she sends a photon, and the

receiver (Bob) detects them, also randomly, in one of the two bases. They then compare

the bases they used through an authenticated classical channel, select those results for

which they chose the same basis, and use this sequence as a one-time encryption key

for a message. Interception (by evil Eve) and subsequent attempts to copy and resend

the sequence will result in a drastically increased error rate due to the non-orthogonality

of the states, ultimately because of the no-cloning theorem [8]. Alice and Bob can

determine the error rate by comparing a part of their one-time key over the classical

channel.

Although QKD has been conceptionally demonstrated using single-photon sources

based on QDs [9, 10], highly attenuated laser pulses are often employed because of the

ease of use [11]. As a result of the Poissonian statistics of laser light, a proportion of

pulses contains multiple photons which can lead to information leakage to Eve. It was

shown that the use of lower intensity laser decoy states along with higher intensity signal

states can circumvent this problem [12,13]. For example, recently, the transmission of a

secure key bit rate of 10 MHz for a 1 GHz clock was demonstrated with a laser through

a low 2 dB-loss fibre [14]. The transmission rate was limited by the speed of the various

processing units. As 33% of the pulses were empty, and additionally a portion of the

non-empty pulses was used for the purpose of security checks, a single-photon source

2



1.1 Applications of single photons

with a high source efficiency could outperform laser-based QKD up to a few GHz clock

rate. The highest source efficiency achieved so far for a QD source was 74% [15].

For quantum communication over longer distances, problems arise caused by in-

evitable photon losses, since these cannot be compensated by classical amplification

due to the no-cloning theorem [8]. Instead, quantum repeaters based on pairs of entan-

gled photons could boost the communication range, though quantum memories would

be needed to account for non-idealities, thus increasing the system complexity [16, 17].

Entangled photon pairs could also be used to interconnect multiple nodes, building a

quantum internet [18, 19]. This substantially increases the demands on the properties

of the single-photon sources: in addition to high single-photon purity, the entangle-

ment between two emitted photons needs to be created. Although this is known to be

highly sensitive to environmental changes during the emission process, recently, a 59%

efficient source of polarisation-entangled photon pairs was demonstrated with a QD

embedded in a bulls-eye cavity [20].

The concept of quantum computing has attracted a great deal of attention in the last

decade, as it was shown to be highly advantageous in some important instances, for

example in factoring of large numbers [21]. Photons are good candidates for qubits

because they can travel long distances with low loss of coherence, and coding can be

achieved in several degrees of freedom (e.g. polarisation, phase, time bin or path) [7]. A

considerable hurdle to overcome is that the required interaction between qubits is weak

in the case of photons. However, linear quantum computing presents a workaround.

This combines single-photon inputs with linear passive optics such as beamsplitters,

waveplates and phase shifters, and projective measurements [22]. Most implementing

protocols are probabilistic in nature. A successful outcome is signalled through the

detection of additional ancilla photons [23]. The system requirements are high with

regard to the single-photon purity, the detection efficiency and the ability of photons to

interfere with each other. For the latter, they need to be identical in all defining prop-

erties such as polarisation, wavelength, spatial mode and temporal shape, so that they

3



1.1 Applications of single photons

are indistinguishable. Estimations of the minimum requirements vary. One publica-

tion showed that the product of single-photon source efficiency and detector efficiency

should be larger than 2/3 [24], or 0.5 in the case of entangled photons [25], assuming

perfect single-photon purity and indistinguishability. Another study estimates that the

threshold for performing simple entangling gates lies at 0.9 for the single-photon source

efficiency and also the detector efficiency, while the single-photon purity benchmark

value should be less than 0.07 [26]. As an example, in 2015, the successful implemen-

tation of several quantum protocols was demonstrated with a reconfigurable 6-mode

solid state waveguide chip [23].

Before a full-blown quantum computer is achieved, quantum supremacy is likely

to be demonstrated with a hardware-limited quantum computer. The so-called boson

sampling was proposed to simulate the interference of n photons in a system of an m-

mode interferometer (m < n) with subsequent measurement of the probabilistic output

distribution [27, 28]. This is an example where quantum computing can outperform its

classical counterpart given a sufficiently high number of input qubits. A recent boson

sampling experiment used 20 single-photon channels obtained from a demultiplexed

QD single-photon source feeding into a 60-mode interferometer. Classical prediction

of the results already would have required a supercomputer to calculate the probability

distribution within a reasonable time [28].

Another application of single-photon sources lies in the field of quantum metrology,

focusing on the quantum-aided accuracy enhancement of measurements. For example,

when a light source with classical photon statistics is used, the measurement of the

absorption of materials is ultimately limited by shot noise. However, photon number

states have a well-defined photon number and therefore, due to the Heisenberg uncer-

tainty principle, exhibit a completely uncertain phase. This can be exploited to increase

the absorption measurement accuracy below the classical limit for small absorption val-

ues. This requires a photon source with high single-photon purity and high single-

photon source efficiency [29]. Another example of quantum enhanced sensing is the
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1.2 Sources of single photons

increased phase sensitivity in a Mach-Zehnder interferometer employing an entangled

NOON state (|N0〉+ |0N〉, n ∈ N). The minimum phase uncertainty is limited by the

inverse of the photon number N, thereby beating the classical limit by 1/
√

N [30]. One

way to generate NOON states is the interference of a coherent state with a single-photon

state [31]. Near-coherent superpositions of Fock-states up to n = 2 have recently been

generated with a QD source, demonstrating the capability of super-phase-resolution in

a Mach-Zehnder interferometer [32].

1.2 Sources of single photons

QDs are not the only means of generating single photons. The process of spontaneous

parametric down-conversion of laser light in a non-linear crystal is often used for the

generation of entangled photon pairs. Alternatively, if one photon of each pair is de-

tected, a heralded single-photon stream is created. However, the pair generation is ran-

dom, such that several processes can occur simultaneously, spoiling the single-photon

purity and indistinguishability [33]. Consequently, the laser power is usually kept low,

and the resulting single-photon source efficiency is therefore also low.

Atoms and ions can naturally emit single photons with good coherence properties

and their emission is stable. The emission energy depends on the individual element.

However, the deterministic capturing and holding of atoms and ions in an ultra-low vac-

uum is a challenge. Furthermore, they tend on average to emit photons after a relatively

long time, several tens of nanoseconds after excitation, the so-called lifetime, whereas

to obtain a high single-photon emission rate, a shorter lifetime is desirable [7].

Emission from defects in solid state materials is a large field, with the prominent ex-

amples of SiC [34], ZnO [35], BN [36] and GaN [37]. Possibly the most thoroughly

researched defect is the NV colour centre in diamond [38]. Most of the defects yield

high emission rates and emit single photons up to room temperature. Their emission en-

ergies range between long wavelength visible light [38] and the near infrared [37]. For
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1.2 Sources of single photons

the NV defect, emission enhancement through cavities has been demonstrated to miti-

gate the high refractive index hindering efficient outcoupling [38], as well as enhancing

the proportion of photons emitted into the zero-phonon line, a value which for most de-

fects is low due to strong phonon interaction [39–41]. Increasing the proportion of the

zero-phonon intensity at the cost of the phonon mediated emission is desirable, since

the latter has very poor indistinguishability properties. Most defects have the added

drawback of being difficult to generate deterministically, and that electrical excitation

for improved applicability is demanding [39].

Another group of single-photon emitters are colloidal QDs. Some are produced with

a core-shell structure such as CdSe/ZnS [42] and CdSe/CdS [43]. Others such as lead

halide perovskite QDs are not [44]. Their emission energy depends on the size of the

particles, but generally lies within the visible range. Electrically excited single-photon

emission up to room temperature has been demonstrated [45], as well as strong coupling

to a plasmonic cavity [42]. Drawbacks are the relatively long lifetimes of up to tens of

nanoseconds limiting the single-photon source efficiency [45] and the strong influence

of the electric environment on the emission energy (spectral diffusion), which results in

a broad linewidth [46], which would severely limit the indistinguishability.

Among the epitaxially grown QDs, group-III-arsenide dots are currently the most

mature, since the material platform has gone through decades of industrial-scale re-

search and development. In terms of single-photon purity [47], single-photon source

efficiency [15, 48], indistinguishability [49, 50] and the generation of entangled pho-

ton pairs [20], high performance has been achieved, outperforming all other previously

mentioned methods of generating single photons. For most of the reports, the QD emis-

sion wavelength ranges between 880-960 nm, but efforts are being made to match the

low dispersion wavelength window at 1.3 µm, and the low absorption range at 1.55 µm

of commercial glass fibres [51, 52]. The main drawback of arsenide QDs is that they

rely on cryogenic operation because the confinement potential is relatively shallow and

that the exciton binding energies are small such that these are easily exceeded even by
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1.3 Nitride quantum dots

thermal excitations at the liquid nitrogen temperature of 77 K.

1.3 Nitride quantum dots

By contrast, group-III-nitride QDs have the potential to overcome this limitation and

operate up to room temperature. This is because of larger band offsets, and larger exci-

ton binding energies due to higher effective masses and lower dielectric constants [53].

Indeed, in the case of a GaN/AlGaN QD, single-photon emission has been demon-

strated up to 350 K [54] and up to room temperature in case of an InGaN/GaN QD [55].

Furthermore, electrically excited single-photon emission has been demonstrated with

InGaN/GaN QDs [55, 56]. The bandgap of nitride materials ranges from the deep UV

with AlN (6.1 eV [57]) over the near UV with GaN (3.4 eV [58]) to the near infra-red

with InN (0.7-0.9 eV [59, 60]). Intermediate values can be obtained through tertiary

and quaternary compounds. Nitride dots are usually grown in the thermodynamically

stable wurtzite phase. This non-centrosymmetric crystal structure gives rise to particu-

larly strong in-built fields across heterostructures, along the crystal axis commonly used

as growth direction. This in turn gives rise to the quantum confined Stark effect: the

wavefunctions of the electrons and holes become separated by the field, resulting in a

large dipole and a reduced emission rate. To mitigate this detrimental effect, efforts

have been made to reduce the size of the dots [61, 62]. Another solution is to choose

a growth plane perpendicular to the polar crystal plane, as this reduces the area of a

QD exposed to the polar direction due to their flat shape (compare with the schematic

sketch in Figure 2.3(a)). This approach is adopted in this thesis. Successful growth of

InGaN/GaN QDs on non-polar planes led to the demonstration of single-photon emis-

sion up to 220 K [63], an increase in the emission rate by a factor of approximately

10 [64], and a strong linear polarisation degree [65, 66]. The latter effect is a conse-

quence of a change in the hole energy level alignment due to anisotropic strain in the

growth plane [66].
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1.4 Thesis layout

1.4 Thesis layout

In chapter 2, the particular features of nitride materials are explained in greater detail.

Special attention is given to the influence of the quantum confinement and the growth

plane on the energy levels, and to the resulting polarisation of the emitted light. In

the last section, the second order correlation function is introduced which is used to

distinguish between different categories of light, such as single-photon emission.

Chapter 3 is dedicated to the growth methods of the QDs samples used in this thesis,

and the optical micro-photoluminescence setup. The considerations behind the setup as-

sembly are explained. The different detection capabilities including spectrally-resolved,

polarisation-resolved, time-resolved and second-order correlation function measurements

are described in detail. Special attention is given to the newly built telecentric scanning

system.

In chapter 4, the first demonstration of electrically excited non-polar InGaN QDs is

presented. First, the current dependence of the emitted light is described. This leads to

the identification of three biexcitons. The polarisation properties of a large number of

QDs is then probed. This is followed by a demonstration of single-photon emission of

a single QD at 4.5 K. Finally, the temperature dependence of this QD and a second dot

is investigated.

Chapter 5 concentrates on the influence of a lateral electric field on the photolumi-

nescence of single non-polar InGaN QDs. For a majority of dots, systematic shifts of

emission lines are observed upon the application of an electric field. Firstly, the influ-

ence of the laser power on the energy shift is determined. Secondly, the energy shift of

a larger number of QD emission lines is investigated for an electric field both parallel

and perpendicular to the polar direction. A group of dots exhibits small dipole moments

in comparison to polar InGaN quantum dots, as theoretically expected. The final sec-

tion focuses on the electric field dependence of multiple emission lines occurring in one

spectrum.
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1.4 Thesis layout

Chapter 6 investigates the implications of the reduced dipole moments of non-polar

InGaN QDs for the coupling to the electrostatic environment. It is well known that the

large dipole moments of conventionally grown nitride dots result along with charge car-

rier trapping in a linewidth broadening of time-integrated spectra. This process, known

as spectral diffusion, crucially limits the attainment of highly indistinguishable photons.

Correlation spectroscopy allows to determine the fast timescale of the spectral diffusion,

which gives rise to a bunching feature. The excitation power dependence of this effect is

investigated for a single QD. The correlation measurement is repeated for several other

dots to obtain an overview of the spread of the fast spectral diffusion time.

In chapter 7, the achievements of this thesis are briefly summarised.
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2 Properties of group III-nitride

semiconductors

2.1 Crystal structure

Here we focus on group III-nitride semiconductors, to which we refer in the following

as nitrides. These materials exist either in the thermodynamically metastable cubic

zincblende phase or in the stable hexagonal wurtzite phase, which we are interested in

as it is much easier to grow [67]. In the following, we restrict the discussion to nitride

material grown in the wurtzite phase. In Figure 2.1(a), a unit cell of wurtzite GaN is

highlighted. It has an orthorhombic shape, containing alternating layers of tetrahedrally

coordinated atoms with an ABAB layer stacking. The unit cell parameters are the base

lattice parameter a, the base angles of 60◦ and 120◦ and the lattice parameter c. The

values for the three most common binary nitride materials are given in Table 2.1. Three

unit cells combined together form the wurtzite hexagonal structure. In its schematic

representation in Figure 2.1(b), the most relevant crystallographic planes and directions

for this thesis are shown. They are commonly described by four-index Miller indices.

The most important axis is the c-direction [0001].

Examination of the unit cell shows that the barycentres of the N and group-III atoms

do not overlap: the crystal structure lacks inversion symmetry. Since the electronega-

tivity of N and group-III elements is different by a large amount, this distorts the sp3-

hybridised bonds, leading to a microscopic dipole along the c-direction and macroscop-
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2.1 Crystal structure

Figure 2.1: (a) A ball-and-sticks visualisation of the crystal structure of wurtzite GaN.
The unit cell is highlighted in light grey. (b) Relevant crystallographic planes
and directions in wurtzite nitride materials. Adapted from Ref. [68].

ically to an overall polarisation termed spontaneous polarisation [69]. Therefore, the

c-direction is commonly referred to as a polar direction. Perpendicularly to it lie the

non-polar a-direction [112̄0] and m-direction [11̄00]. Additionally to the spontaneous

polarisation, strain can cause piezoelectric polarisation by deforming the crystal struc-

ture further and changing the position of the N- and group-III-barycentres. The strength

of the spontaneous polarisation of GaN is comparable to or larger than those of II-VI

compounds. The piezoelectric constants of nitride materials are up to 10 times larger

than those of other III-V or II-VI semiconductors [69]. The amount of piezoelectricity

Material a (Å) c (Å)
InN 3.545 5.703
GaN 3.189 5.185
AlN 3.112 4.982

Table 2.1: Unit cell parameters of the 3 common binary nitride materials. Adapted from
Ref. [70].

11



2.2 Quantum confined Stark effect

generated depends on the amount of strain under which the material is. Since nitride

material is commonly grown on sapphire, to which it has a lattice mismatch of up to

13.9% (depending on the growth orientation [71]), strain is commonly present in nitride

materials. Therefore, the sum of spontaneous and piezoelectric polarisation can be very

large.

2.2 Quantum confined Stark effect

In nitride heterostructures such as InGaN/GaN QWs, the step change in polarisation

leads to interface charges. These result in large electric fields due to the large differ-

ences in polarisation. Fields thus generated in QWs or QDs can amount to several

MV/cm [72–74]. These can significantly impact their emission properties. In particular,

these lead to the quantum confined Stark effect (QCSE). It describes the influence of

an electric field, be it in-built or externally applied, on the wavefunctions of a quantum

confined nanostructure. An electric field tilts the energy levels of holes and electrons,

such that these shift in opposite directions and are located in spatially different potential

pockets. Consequences are a reduced emission rate since the electron-hole overlap is

reduced and a red shift of the emission [75].

The Hamiltonian which describes the influence of an uniform electric field F on a

quantum system can be expressed as the sum of the Hamiltonian for unperturbed sys-

tem H0 and the interaction of the electric dipole p= qR with the field Htot =H0−F ·Rq,

where R is the spatial vector between the charges. For energy shifts small compared to

the emission energy, the influence of the electric field can be described by perturbation

theory [76]. Therefore, if the unperturbed system has the eigenenergies En
0 with the cor-

responding wavefunctions |n〉, the energy of the perturbed system can be approximated

up to second order with the following equation.

En = E0−q〈n|F ·R|n〉+q2
∑
k 6=n

|〈n|F ·R|k〉|2

En
0 −Ek

0
(2.1)

12



2.3 Band structure and emission properties

Since the expression 〈n|qR|n〉 in the first perturbation term is the value of the dipole

moment p of the unperturbed system, commonly called permanent dipole, it is clear

that the linear energy shift due to this term is proportional to the projection of the dipole

moment onto the direction of the field. If the dipole moment is parallel to the field, the

transition energy decreases, whereas it increases when they oppose each other. The pro-

portionality factor of the quadratic term is commonly called the polarisability α . For the

system ground state, it can be seen that its sign is negative, since E1
0 −Ek

0 < 0. There-

fore, this component will lead to a reduced emission energy. With above definitions,

Equation (2.1) simplifies such that the energy shift of a system under the influence of an

electric field relative to its unperturbed eigenenergy amounts to

∆E = En−E0 = p||F +α||F
2 (2.2)

with the dipole moment component p|| and the polarisability α|| in the direction of the

field.

2.3 Band structure and emission properties

The band structure of nitrides depends significantly on the growth plane and on the

degree of confinement. Starting from bulk GaN, we trace the changes over the band

structure of GaN QWs to the energy levels of non-polar InGaN QDs. Additionally,

the influence of the band or energy level structure on the polarisation of the emission

is discussed. Most of the section is based on papers (co-) authored by the theoretical

physicist Stefan Schulz.

2.3.1 Bulk

Wurtzite nitrides possess a direct bandgap at the Γ point in k-space. The conduction

band is derived from the group-III atoms, which gives it s-like orbital character. The first
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2.3 Band structure and emission properties

Figure 2.2: Schematic representation of the GaN bulk valence band structure near the
Gamma point. (a) c-plane GaN without strain or spin-orbit coupling. (b)
Schematic difference for the energy spacings at the Γ point for c- and a-
grown GaN with strain. (c) a-plane GaN with strain. Adapted from Ref.
[77].

3 valence bands however are derived from the N atoms, which gives them p-like orbital

character [78]. In Figure 2.2(a), the band structure of c-plane bulk GaN is schematically

shown. The 3 hole bands are not degenerate. The |Z〉 wavefunction derived from the

atomic pz orbital extending along [c] is the only one influenced by the internal crystal

field, which shifts the energy of the orbital to lower energy. The degeneracy of the top

two bands is lifted due to spin-orbit coupling (not shown in the schematic). They have

|X ± iY 〉 character1. The bands are commonly labelled A, B and C from the top. For

unstrained polar GaN the energy splittings are ∆EAB ≈ 6meV and ∆EBC ≈ 21meV [79].

The situation changes when growth on the a-plane is considered. Under strain, the

crystal structure changes from hexagonal to orthorhombic [77]. Then, the strain in the

growth plane and -more importantly- in the c-plane is anisotropic. This leads to a larger

splitting of the top two valence bands, proportional to the strain difference along [a] and

[m]. The |Y 〉-like band is lifted in energy and the |X〉-like band is decreased in energy,

see Figure 2.2(b). The top valence states are therefore unmixed into the pure |X〉, |Y 〉-

and |Z〉-like states.

To infer the degree of polarisation of the emitted light from the band structure, one

1In this subsection, we use the coordinate system which is oriented such that z is parallel to c, y to m, x
to a, in contrast to later cited papers [66].
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2.3 Band structure and emission properties

needs to consider the relative oscillator strengths. The valence band wave functions

|ΦV B
i 〉 can be given as a linear combination of |X〉-, |Y 〉-,|Z〉-like states. Their prefactors

cα
i can be found by solving the Schrödinger equation and deconstructing the eigenvec-

tors into the basis states. The optical polarisation selection rules can be determined by

calculating the dipole matrix elements di j = |〈ΦCB
i |e ·p|ΦV B

j 〉|with the normalised polar-

isation vector e. Because the matrix elements 〈S|pα |α〉, α ∈ {X ,Y,Z} with |ΦV B
i 〉= |S〉

can be taken equal, the relative oscillator strengths are equal to the squared magnitude

of the prefactors cα
i . For conventional growth methods, c-plane GaN is isotropically

compressively strained in the growth plane. In this case, the oscillator strength for the

interband transition between the conduction band and topmost valence band is the same

for |X〉- and |Y 〉-like states. Therefore the emission is circularly polarised.

However, conventionally grown a-plane GaN exhibits compressive strain in the growth

plane, and tensile strain along the growth direction, thereby breaking the symmetry

present in c-plane grown GaN. The relative oscillator strength of the |Y 〉-like state is

then by far the largest contribution to the interband oscillator strength between conduc-

tion and top valence band, as one would intuitively expect from the energetically large

separation of |Y 〉- and |Z〉-like band in Figure 2.2(c) [77]. As an example, emission

from a 5 µm thick a-plane GaN layer grown on an r-sapphire substrate showed a degree

of linear polarisation (DOLP) of approximately 0.8 [77]. The DOLP is calculated based

on the maximum and minimum intensity obtained when rotating a linear polariser and

monitoring its transmission [66].

DOLP =
Imax− Imin

Imax + Imin
(2.3)

2.3.2 Quantum wells

Considering a QW system instead of a bulk material, the band alignment can be further

altered by quantum confinement and additional strain. The former will lead to an en-
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2.3 Band structure and emission properties

hanced separation between the bands as one can intuitively guess from the particle in

the box model – the smaller the box, the larger the separation between the energy levels.

That means the lowest hole band is further pushed away from the band edge. Therefore,

in polar QWs the |Z〉-like band and in a-plane QWs the |X〉-like band are irrelevant [77].

A second important effect of the confinement is that bands with larger effective masses

are shifted less than those with smaller ones, which is again intuitively clear from the

particle in a box model where the energy is inversely proportional to the mass. One

must be careful that the energy scale for holes is opposite to that of the electrons. So

a shift to higher (hole) energy means a shift to lower (electron) energy in regard to the

valence band maximum.

In a c-plane QW, a lateral compressive strain due to growth reduces the |Z〉-like band

in energy further [77]. If the strain is isotropic, the top two bands remain in the |X± iY 〉

configuration, leading to unpolarised emission. If it is anisotropic, they unmix such that

polarised emission can be observed [80].

In the case of an a-plane QW, the strain along the growth direction is tensile and in

the growth plane it is compressive, such that the spacing between the |Y 〉-like state and

the |X〉-like state increases even more [77].

The influence of the spin-orbit coupling on the relative oscillator strengths of tran-

sitions in an a-plane QW is interesting. Neglecting it results in a relative oscillator

strength of unity for the |Y 〉-like band, independent of strain or confinement effects. For

negligible strain and quantum confinement, but finite spin-orbit coupling, the oscillator

strengths for both the |Y 〉- and |Z〉-like band amount to 0.5. The larger the strain and

the stronger quantum confinement gets, the more increases the |Y 〉-like band contribu-

tion [77]. The DOLP of both a-plane and m-plane InGaN QWs should be identical in

theory. However, homoepitaxy on non-polar substrate growth planes results in different

strain, such that an average DOLP of 0.7 and 0.9 was found experimentally for a-plane

and m-plane InGaN QWs with the same setup, respectively [81]. Additionally, for a-

plane InGaN QWs, a dip in the DOLP at higher energy was found, coinciding with a
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2.3 Band structure and emission properties

longer lived component. Its origin is still under question. The hypothesis of indium

clustering being the cause of it did not hold as clustering can be also found for higher

indium-containing m-plane QWs [82].

2.3.3 InGaN quantum dots

In QDs, due to the additional lateral confinement compared to QWs, confinement ef-

fects play an even more prominent role, separating the energy levels further compared

to QWs. For c-plane nitride dots, the top two bands are almost degenerate, therefore

a perfectly in-plane centro-symmetric dot would not show linearly polarised, but cir-

cularly polarised emission. However, growth is always subject to imperfections (e.g.

in the dot shape or the strain field or the indium distribution), such that the confine-

ment potential will be asymmetric. This will lead to a splitting of the two top valence

bands and consequently linearly polarised emission, without a fixed polarisation axis

relative to the crystal structure [53, 83]. Two groups exploited this effect and inten-

tionally engineered an anisotropic strain environment of c-plane InGaN dots through

nano-structuring (stretched pyramids, elliptic nanopillars), realising linearly polarised

emission aligned approximately along the intended axis with a mean DOLP = 0.85 and

DOLP = 0.72, respectively [84, 85].

For a-plane nitride dots, the situation is different, since growth intrinsically leads to

anisotropic strain in the c-plane, similar to a-plane QWs. Additionally, the confinement

is stronger than in QWs, so that the first few excited states of InGaN QDs with an indium

content of 15-25% are almost entirely |Y 〉-like [66]. The QD shape plays an important

role since any shape anisotropy changes the strength of quantum confinement, which

in turn causes shifts in the energy of the states. For example, for a lens-shaped InGaN

QD with a height of 3 nm and a round base with a diameter of 30 nm, k ·p calculations

yielded a DOLP of 0.96. Reducing the diameter in the c-direction increases the DOLP

because the energy band of the |Z〉-like state exhibits in the c-direction a lower effective
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2.3 Band structure and emission properties

Figure 2.3: (a) Dependence of the calculated DOLP on the in-plane aspect ratio α of a
lens-shaped a-plane InGaN QD. The diameter in the c-direction is fixed to
dc = 30nm, whereas dm = dc/α ranges between 30 nm and 5 nm. The QD
height is fixed at 2.5 nm. The inset shows a schematic QD sketch with the
coordinate system. (b) Dependence of the calculated DOLP on the in-plane
aspect ratio of two lens-shaped dots with dc = 30nm and dc = 24nm, and a
cuboid shaped dot with dc = 24nm. The height was fixed at 2.5 nm and the
indium content 20%. Adapted from Ref. [66].

mass than those of the |Y 〉-like state (compare Figure 2.2(c)). Therefore, the energy

level of the |Z〉-like state is more strongly shifted to lower energies with respect to the

valence band maximum and the energy distance between these states increases, as it is

intuitively clear from the particle in a box model. In contrast, reducing the diameter

in the m-direction leads to a reduction of the DOLP, because in this direction the |Y 〉-

like state exhibits a lower effective mass than the |Z〉-like state, therefore reducing the

energy spacing between the states [66]. The results of the DOLP calculation are shown

in Figure 2.3 as a function of the in-plane aspect ratio α = dc/dm, with the lengths of

the main axes di along the i-axis of the elliptic dot base. Panel (a) focuses on different

indium contents between 15-25% and a fixed dc = 30nm. Panel (b) compares a cuboid-

shaped and a lens-shaped dot with two different fixed dc. It can be seen that the QD

DOLP is relatively robust against small shape anisotropies, different indium content and

different sizes. In this study, the DOLP was slightly differently defined than in Equation

(2.3): instead of taking the maximum/minimum intensity, the oscillator strength along
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2.3 Band structure and emission properties

fixed axes was used2. Therefore, it can reach negative values if the oscillator strength

of the |Z〉-like state becomes dominant. This change of the polarisation direction only

occurs for large deformations α > 3 for lens-shaped dots and even larger deformations

α > 5 for cubic QDs.

Experimentally, the very large majority of our a-plane InGaN QDs, grown with 2 dif-

ferent methods (see section 3.1), show linearly polarised emission along the m-direction,

as predicted above, with a high average DOLP≈ 0.9 [66, 86].

Fine structure splitting

On a smaller energy scale, there exists another energy splitting regarding the excitonic

emission of uncharged QDs: the fine structure splitting (FSS). It is caused by anisotropic

electron-hole exchange interaction which can be enhanced through a broken symmetry

such as a shape anisotropy. For arsenide dots, this results in two split bright states

and two split dark states and changes the emission polarisation from circular to linear,

which has been theoretically and experimentally verified. In particular, the lifting of the

degenerate energy levels inhibits the generation of polarisation-entangled photon pairs

via the biexciton-exciton cascade (a biexciton comprises two holes and two electrons)

because the which-path information is given away by the difference in energy [87]. This

situation is shown in Figure 2.4.

For c-plane nitride dots, group symmetry considerations lead to a wealth of bright

levels [88]. Calculations based on a fully atomistic many-body framework including

random alloy fluctuations yielded four bright states with the same polarisation proper-

ties, where the three lowest states clustered together and the energy separation to the

higher state varied between 5 µeV to 25 µeV [53]. Experimentally, the FSS of c-plane

InGaN QD-like localisations in a InGaN QW could only be observed for sideways col-

lection at 4 K [88]. It varied between 100 µeV and 350 µeV at 5 K. No dependence on

the emission energy could be identified, in contrast to arsenide QDs [89]. For a-plane

2DOLP = (Im− Ic)/(Im + Ic)
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Figure 2.4: Sketch of the biexciton cascade. Emission from biexciton state (XX) to the
exciton state (X) will result in two orthogonally linearly polarised (colour-
coding) emission lines in the case of a non-negligible FSS common for ni-
tride dots. The emission from the exciton state to an empty dot will also
exhibit two linearly polarised lines. The FSS is overstated drastically for
clarity’s sake.

nitride dots, FSS ranging between 200 µeV and 800 µeV could be observed at 5 K,

collecting perpendicular to the surface. Equally, no emission energy dependence was

found [65,90]. With rising temperature, the FSS increases up to 10 meV at 200 K, along

with the linewidth. So far, no theoretical description of the FSS has been published for

non-polar nitride QDs.

The biexciton emission mirrors the FSS of the exciton emission, since the biexcitonic

final decay state is the initial state of the exciton emission and the biexcitonic state

exhibits no splitting due to pairs of anti-aligned electrons and holes, resulting in a total

spin of zero [88]. For a charged QD, the two electrons (or holes) pair usually as well,

such that there is no electron-hole interaction in first order. Therefore, one indication of

charged QD transitions is the lack of a FSS [91].

2.4 Photon statistics

In order to assess if a source emits single photons, the second order correlation func-

tion g2(τ) of the source needs to be evaluated. In its classical formulation it describes
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2.4 Photon statistics

correlations in the source intensity I(t) for different delays τ , averaged over the time t.

g2(τ) =
〈I(t)I(t + τ)〉
〈I(t)〉〈I(t + τ)〉

(2.4)

This definition holds for stationary light sources. In general, light sources can be divided

into three categories on the basis of the value g2(τ = 0). For all of them, g2(τ) will

approach unity at infinitely long delay times, as light intensity fluctuations will then

be uncorrelated. A first category consists of sources with random fluctuations, such as

coherent light emitted by lasers well above the threshold. Since they emit photons at

random times, the second order correlation function is equal to unity regardless of the

delay time. In terms of the fluctuations in the photon number n within regularly spaced

time intervals, coherent light sources exhibit Poissonian statistics, such that the standard

deviation ∆n is equal to their mean photon number n̄.

In regard to the second order correlation function, sources with Poissonian statis-

tics are commonly used as a dividing line to distinguish super-Poissonian and sub-

Poissonian light sources. An example of the former one is thermal light. A single

radiation mode will emit photons according to the Bose-Einstein distribution. Its pho-

ton number fluctuation amounts to ∆n =
√

n̄2 + n̄, which is larger than for Poissonian

sources. The second order correlation function at zero delay computes to g2(0) > 1,

which is called bunching3. Super-Poissonian and Poissonian behaviour can be explained

by classical physics. However, sub-Poissonian emission statistics ∆n <
√

n̄ are a sign of

quantum behaviour [1]. In most cases, sub-Poissonian emission results in anti-bunching

g2(0) < 1. In quantum optics, the second order correlation function is redefined in the

second quantisation picture and reads for a stationary source

g2(τ) =
〈a†(t)a†(t + τ)a(t + τ)a(t)〉

〈a†(t)a(t)〉
(2.5)

3For a time bin ∆τ much smaller than the coherence time τc of the thermal light source, one obtains
g2(0) = 2.

21



2.4 Photon statistics

where a† (a) are the photon creation (annihilation) operators [92]. At zero delay τ = 0

the second order correlation function can be rearranged with the bosonic commutator

[a,a†] = 1 in terms of the number operator n = a†a to yield g2(0) = 〈n2〉−〈n〉/〈n〉2. For

a Fock state |n〉 with n photons one obtains the result of g2(0) = 1− 1/n. This means

that a single-photon source can be identified through g2(0) = 0, whereas a twin photon

state |n = 2〉 will yield g2(0) = 0.5. Hence, the presence of single-photon emission is

indicated by a measured value of g2(0) < 0.5 [7, 93]. The experimental realisation of

the measurement is described in subsection 3.2.6.
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3 Samples and experimental setup

3.1 Sample growth

Nitride materials are most commonly grown by metal-organic vapour epitaxy (MOVPE),

as opposed to the expensive and slow molecular beam epitaxy or the less accurate hy-

dride vapour phase epitaxy. Conventional epitaxy methods used for the growth of Si

or GaAs like the Czochralski or Bridgman growth methods cannot be applied to nitride

materials because of their elevated melting temperatures. MOVPE involves epitaxial

growth through chemical reactions of precursor gases at elevated temperatures and pres-

sures. The metal-organic precursor gases used for the growth of GaN and InGaN are

trimethylgallium (Ga(CH3)3) and trimethylindium (In(CH3)3). The source of nitrogen

is ammonia (NH3). The precursors are mixed with non-reacting carrier gases like N2

and H2. For doping, appropriate additional precursor gases are added [94].

The fabrications of QDs can be categorized into two main categories: a top-down

approach and a bottom-up approach. The former involves the growth of a QW, which

is then etched into sub-micron pillars. The pillar size then defines the lateral extent of

the QD. This technique has been applied by a few groups to produce InGaN dots [56,

95]. The advantage is the deterministic location, drawbacks are increased fabrication

complexity, additional non-radiative recombination centers provided by the sidewalls

and that integration into more advanced optical structures such as photonic crystals is

difficult. This can be achieved with the bottom-up random dot growth [55,96]. Another

technique consists of predefining masks leading to pillar- or pyramid-growth with the
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formation of dots at the top, which may lead to the reduction of the dislocation density

close to dots, but has also the aforementioned drawbacks [62, 97, 98].

The samples used in this thesis have been grown with the random bottom-up ap-

proach by Dr Tongtong Zhu in the group of Professor Rachel Oliver at the Univer-

sity of Cambridge (United Kingdom). For growth of QDs on the non-polar a-plane,

two methods have been employed: the modified droplet epitaxy (MDE) method and

the quasi-two-temperature (Q2T) method explained below. Both were carried out in a

6× 2inch Thomas-Swan close-coupled showerhead reactor, using r-plane (11̄02) sap-

phire as substrates. The GaN buffer was grown under a temperature of approximatelz

1050◦C, a pressure of 100 Torr and a V/III ratio of approximately 60. For the InGaN

growth with a nominal In content of 25%, the temperature was decreased to approxi-

mately 690◦C [99]. The samples were capped with another layer of GaN. The samples

were then processed by John Jarman of the same group into devices like LEDs (see

chapter 4) or lateral opposing Schottky contacts (see chapter 5), or dry-etched into ran-

domly located pillars for enhanced light extraction (see an example picture Figure 3.1(b)

and chapter 6). A table of the samples used in the experiments is given in the appendix

(section 8.1). The unconventional choice of the non-polar growth plane comes at a cost

of an increased density of dislocations [96], particularly of threading dislocations which

proved detrimental to the emission of QDs [100]. To reduce their density, a technique

called epitaxial lateral over-growth (ELOG) has been used for some samples. It involves

the masking of the sample with approximately 100nm thick SiO2 stripes of a few mi-

crons width and distance aligned parallel to the m-direction, and then continued GaN

growth under conditions promoting lateral over-growth. In parts of the over-grown area,

the threading dislocation density could be reduced by two orders of magnitude [96]. In

Figure 3.1(a) an optical microscope image of an ELOG sample is shown.
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Figure 3.1: (a) Optical microscope image of an ELOG sample. (b) Scanning electron
microscope image of single nanopillars, adapted from Ref. [66].

3.1.1 Modified droplet epitaxy growth

Droplet epitaxy is a common method used for the growth of arsenide QDs. Metallic

droplets of the group-III element are deposited and then subjected to a flow of group-V

material, reacting with it and crystallising out as III-V islands [101, 102]. For nitrides,

this recipe has been modified. First, a few monolayers of InGaN are deposited. They

are then annealed at the same temperature in an atmosphere without an active source of

nitrogen, whereupon the InGaN layer breaks up at indium-rich positions and the depo-

sition of small metallic In clusters can be observed. Subsequent overgrowth with GaN

supports interdiffusion of Ga and N and crystallisation, thereby creating QDs [103].

This recipe has been developed for QD growth on polar GaN, though it works also for

growth on the non-polar a-plane [96]. A special feature of this growth method is the

broken-up thin InGaN layer acting as a QW.

3.1.2 Quasi-two-temperature growth

A second method of growing InGaN QDs has been specially devised for the a-plane.

According to a detailed analysis of uncapped samples, the growth method is a hybrid

between the island Vollmer-Weber growth and the strain-relaxation-driven Stranski-

Krastanov growth [104]. The formation of nano-structures was prepared by depositing a
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few monolayer thick InGaN layer capped with approximately 2nm of GaN grown at the

InGaN growth temperature of 680◦C. Next, a temperature ramp over 90 s to 860◦C in

an atmosphere of nitrogen and ammonia was carried out. Then, a higher-quality cap of

8 nm GaN was grown using N2 as carrier gas. Comparisons of atomic force microscope

(AFM) measurements of uncapped samples show a much smoother surface obtained by

the Q2T method compared to the MDE method [99, 105].

3.2 Micro-photoluminescence setup

The microphotoluminescence (µ-PL) setup was comprised of several laser sources be-

ing guided by fibres and an opto-mechanical system to the samples held in a helium-

cooled cryostat. The photoluminescence (PL) was collected through the same objective

used for excitation and could be analysed spectrally and temporally, with regard to po-

larisation and to the second order correlation function. Furthermore, two dimensional

maps of the size of approximately 100×100 µm2 could be taken. The individual com-

ponents of the systems are described below in detail. Particularities of each setup config-

uration used for the three different experimental projects are described in the individual

chapters.

3.2.1 Laser excitation sources

Four different laser sources have been used. Mostly, a mode-locked Titanium-Sapphire

laser (Mira 900, Coherent), pumped by a continuous wave (CW) intra-cavity doubled

Nd-YAG laser (Coherent Verdi V8) was used. Its repetition rate was 76 MHz and it was

used in ps-mode with a typical pulse duration of 1 ps. It was used at an approximate

wavelength of 800nm to excite QDs via the InGaN QW through two-photon absorption.

The created carriers then relax non-radiatively to the QD ground state within a few fem-

toseconds. This excitation scheme has proven to be beneficial for the QD-to-QW ratio,
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3.2 Micro-photoluminescence setup
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Figure 3.2: (a) Setup version 1, side view. The optical paths of the two-photon, one-
photon excitation and the collection path are sketched by red, violet, blue
coloured arrows, respectively. (b) Setup version 2, top view. The optical
path is sketched for the setup in the 4f-scanning configuration (see subsec-
tion 3.2.4). For the sake of clarity, overlapping beam paths (arrows) are not
shown, in contrast to (a), mostly the two-photon excitation path is shown.
Abbreviations: ND neutral density filter wheel, Obj objective, I illumina-
tion, C camera, F filter to reduce excitation laser scatter, HWP half wave
plate, P polariser, PM piezo mirror, Li removable lens for the 4f scanning
system, Pi periscope in setup version 2. Since the setup is in the state for
4f-scanning, the 25 µm-core multimode fibre collects the PL and sends it
directly into the spectrometer. The lens used for free-space coupling is un-
mounted and not shown here.
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3.2 Micro-photoluminescence setup

reducing the QW signal in favour of the QD emission [106]. It has been shown through

an autocorrelation measurement of a QD emission line that the absorption mechanism

is simultaneous absorption of two photons via a virtual state [107]. A second mode-

locked Titanium-Sapphire laser (Tsunami, Spectra-Physics) produced 100 fs pulses at

a similar repetition rate. It was frequency-doubled with a commercial doubling system

(Inrad 5-050 Ultrafast Harmonic Generation System) using an LBO crystal and was

then used for pulsed one-photon excitation (in section 6.3) or for the determination of

the instrument response function of time-resolving detectors. In chapter 6, one-photon

CW excitation was extensively used, provided by a 405 nm laser diode. For the align-

ment of the telecentric 4f-scanning system described below in subsection 3.2.4, a CW

473 nm laser diode was also used. Since the opto-mechanical system was located on a

vibration-damped table, the Titanium-Sapphire laser emission was coupled into single

mode fibres, to avoid potentially dangerous changes of the beam path. Furthermore,

the fibres spatially cleaned the laser spot to a close to Gaussian mode, enabling smaller

focussing spot size on the sample.

3.2.2 Cryostat

A closed-cycle cryostat (AttoDRY 800, Attocube) in-built into a vibration-damped opti-

cal table was used. In order to exchange samples, the vacuum-tight cryostat lid and the

heat shield needs to be removed. Under the heat shield, the cryostat contains 3 trans-

lation piezo positioners to move samples (2×ANPx101, 1×ANPz101, Attocube). They

possess a large motion range of 4.2 mm, provided by the slip-stick technique. On top

of the positioners, an adapter plate (called stub from here on) can be screwed on and

off such that the samples can be fixed on it. A thermally conductive silver paste was

used to glue the samples down. Between the top most positioner and the stub, a gold-

plated copper plate is located and thermally connected through fine copper braids to the

cold finger below the positioners. This copper plate also contains the sample heater and
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3.2 Micro-photoluminescence setup

sample temperature sensor. Along with a PID controller, a sample temperature range of

4.5 K to 300 K can be reached and stabilised. Electrical signals can be fed into the cryo-

stat by means of 6 pairs of twisted wires ending in sockets in the bottom of the cryostat.

The connection between the sockets and the sample was made via thin copper wires sol-

dered to a PCB chip glued on the sample, next to the stub, and wedge-bonds from there

to the sample (see section 4.2). In order to be able to feed high frequency signals into

the cryostat, a larger cryostat lid and a larger heat shield was designed and made (see

subsection 4.6.2). The connections between the feedthroughs in the lid and the sample

have yet to be established. However, the lid can already be used for low frequency ex-

periments, as it offers conveniently more space to accommodate wires connecting the

sample and the twisted wire pairs, to avoid wires touching the positioners as this lead

to quick, unexpected changes in the PL. More details about the cryostat can be found in

the PhD thesis of Tong Wang [86, section 2.3.2].

3.2.3 Opto-mechanical system

Every PL system has an excitation and a collection arm, which - for systems with re-

flection geometry - are joined by a dichroic mirror or a beam splitter. For this setup,

there are two excitation paths because the dichroic mirror corresponding to an excitation

mode dictates whether the excitation beam is reflected off the dichroic mirror or trans-

mitted. For two-photon excitation (λ ≈ 800nm), a dichroic mirror is used that transmits

the laser (down to approximately 660nm). For one-photon excitation, a dichroic mir-

ror is used that reflects the laser light (Di02-R405-25x36, Semrock). Additionally, the

separation of excitation paths for largely different laser wavelengths allows the use of

wavelength specific, highly reflective mirrors.

Furthermore, each excitation arm needs a periscope. This is because the cryostat is

built into the optical table such that the excitation light is focused from above through

a long-distance objective onto the sample. At this point, the beam path is at least 24 cm
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3.2 Micro-photoluminescence setup

above the table plane. Since the fibre outputs of the excitation laser light are located at

a more secure height of 14 cm, each excitation path has to include a periscope.

The Thorlabs cage system was used to build the opto-mechanical part of the PL sys-

tem, as it is easy to assemble and align. Mostly 30 mm components were used, however

for the dichroic mirrors and the first part of the collection arm 60 mm components were

used. In particular, the dichroic mirrors were mounted on 2 inch holders, which slotted

into 60 mm cubes. The first version of the PL setup, created by Dr Tim Puchtler, is

shown in Figure 3.2(a). The three cubes for the (dichroic) mirrors are assembled on

the axis of the cryostat, with the two-photon excitation path above the one-photon path,

because the 800 nm laser is transmitted through its dichroic mirror. This results in a

maximum height of the setup of 46 cm. In the second version of the PL setup shown

in Figure 3.2(b), in order to reduce vibrations originating from the height of the setup,

the cubes were assembled in the plane of the table. To direct the light onto the axis

of the focusing objective, an additional mirror was inserted between the cubes and the

objective. The maximum height could be reduced to 28 cm. An additional change is

the realisation of the 4f-scanning system, detailed in the next subsection. It branches

off the one-photon excitation cube. In case the 4f-scanning system would need to be

bypassed because of limited excitation power due to the large number of mirrors in

the 4f-scanning system, the other output side of the cube could be used for one-photon

excitation. A photo of the setup is shown in Figure 3.3.

On the (non-4f-scanning) collection side, the least possible number of mirrors was

used to keep the loss of PL signal at a minimum, while maintaining enough degrees of

freedom to couple the PL easily correctly into the spectrometer. This was realised with

two mirrors. The remaining laser light, which is transmitted through the dichroic mirror,

was filtered out with a suitable filter (FGS900M for two-photon excitation, Thorlabs;

BLP01-405R-25 for one-photon excitation, Semrock). In the collection path, a broad-

band half wave plate (AHWP05M-600 Thorlabs) and a Glan-Laser polariser could be

inserted before the periscope to measure the polarisation dependence of the PL. An
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3.2 Micro-photoluminescence setup

Figure 3.3: Photo of the setup version 2 in 4f-scanning configuration with the illumi-
nation glass-slide and the camera cube inserted. In the top right corner, the
405 nm and the 473 nm laser diodes including their fibre couplers can be
seen.

adapter plate was designed and machined to allow the use of a computer-controlled

Physics Instruments rotation stage to mount the half wave plate for automated polar-

isation measurements. It was found that a cube beam splitter should be used instead

of a dichroic mirror to ensure that the setup does not change the PL polarisation state

significantly. In Figure 3.4, the impact of the dichroic for the two-photon excitation on

the PL polarisation is shown. For linearly p- or s-polarised light, it is minimal. How-

ever for polarisation angles in between, strong variations of both the degree of linear

polarisation and also the polarisation angle can be seen over the wavelength, whereas

for a cube beam splitter the distortions are much less. This is because of the relative

phase shift after reflection between the s- and the p-component, which exhibits a com-

plex wavelength dependence due to the many optical layers of the dichroic mirror. A

1.8 ◦ peak-to-peak oscillation in the polarisation angle originates from the non-perfect

composite half wave plate.

The objective used for two-photon excitation was a long distance 100× Mitutoyo

M Plan Apo NIR infinity corrected objective with a numerical aperture (NA) of 0.5 and
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Figure 3.4: Setup polarisation properties with the dichroic mirror for two-photon exci-
tation (blue) and a beam splitter cube (orange), probed with 100% linearly
polarised white light. (a) Degree of linear polarisation for the probe light po-
larised at an angle of approximately 0◦ and 25◦ relative to the p-plane of the
dichroic mirror/beam splitter. (b) Deviation of the maximum polarisation
angle.

with the special property that the focal distance does not change for wavelengths be-

tween 480 nm and 1800 nm. For one-photon excitation, a 100× Mitutoyo M Plan Apo

infinity corrected objective with a NA of 0.7 was used.

The sample surface could be seen with a camera when illuminated by a white light

LED. In the non-confocal (non-4f-scanning) collection arm, both camera and illumi-

nation were spatially combined. In the 4f-scanning system, the illumination was posi-

tioned closer to the objective to enable maximum brightness, whereas the camera po-

sition was situated in the confocal collection path to reduce excitation laser scatter. To

couple the elements into the optical bath, mirrors were used for the camera position and

glass slides for the illumination positions.

3.2.4 Micro-photoluminescence mapping

In principle, the piezo positioners in the cryostat could be used to map the sample.

However, the hysteresis intrinsic to piezo-electric positioners proved to be too strong

and difficult to compensate. Instead, a so-called telecentric 4f-scanning system was
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3.2 Micro-photoluminescence setup

built outside of the cryostat. At the heart of it lies a mirror holder which can be tilted by

a piezo positioner in two orthogonal directions (CONEX-AG-M100D, Newport). This

sends the reflected laser beam away at a well-defined angle. It then meets a plano-

convex lens, whose distance to the piezo mirror is equal to its focal length f . The beam

is then (in general) focused off-axis and expands again. It is recollimated by a second

plano-convex lens with the same focal length, which is twice the confocal distance away

from the first lens. Finally, the beam hits the objective, which is again f away from

the second lens. This arrangement means that the angle-change of the piezo-mirror is

translated into an angle change of the beam when it hits the objective, with its position

fixed on the objective aperture. The angled entrance of the beam into the objective then

translates into a lateral change of the focus point of the objective on the sample. Since

the angle change is maximally ±0.76◦, the paraxial approximation holds, such that

a linear relation between angle and position on the sample can be assumed. Since the

distance between the piezo mirror and the objective is 4 f , the total arrangement is called

4f-scanning system. PL emitted at the focus is then collected by the same objective and

follows the same way as the excitation, and can be separated with a dichroic mirror.

Since the piezo mirror holder has a very good accuracy and minimum step of 0.001◦

and a good bi-repeatability of 0.01◦, maps can be taken without large hysteresis and

QDs can be found again after a scan has finished.

When building the scanning system, the consideration for the focal length was that

the shorter it is, the more stable the system is. Space restrictions yielded a minimum

focal length of f = 15cm. Unfortunately, this means that the second lens closer to the

objective is also in the path of the non-scanning excitation path. Therefore, removable

magnetic lens mounts were used. In order to bring the collected PL to the spectrometer,

it is coupled into a multimode fibre because of ease, stability and to take advantage

of confocal collection. A multimode fibre core diameter of 25 µm is chosen together

with a achromatic lens with a focal length of 40mm to collect the PL of an area of

approximately 1 µm from the sample surface when one of the 100× objectives is used.
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3.2 Micro-photoluminescence setup

In order to not further increase the number of mirrors, a carefully aligned mount with six

degrees of freedom is used for the lens (K6XS, Thorlabs) and the fibre holder is mounted

on two manual translation stages to move the fibre end parallel and perpendicular to the

beam path. For a first alignment, the piezo scanning mirror was mounted together with

a second mirror on two manual linear translation stages to be able to adjust the distance

to the first lens while maintaining the alignment. In general, it was found that the best

alignment accuracy is obtained by first aligning the 800 nm laser beam as it covers

longer distances between mirrors, and then overlapping the 400nm beam with it. To

align the confocal collection, a laser is used with a wavelength above the one-photon

dichroic transmission cut-off and below the two-photon dichroic reflection cut-off. A

473 nm CW diode laser was available.

A major obstacle to stable scanning proved to be the old air conditioner in the labo-

ratory. Its periodic on-off-cycle led to a periodic change in the setup alignment over the

course of a few minutes, resulting in drifts in the maps larger than the laser spot size.

To circumvent this problem, a box was built to contain the whole table, with lids on top

to access individual parts of the setup. This proved to be vital to buffer and dampen the

temperature variations. The box excluded the cooling fan of the CCD in order to avoid

increased heat input and strong convection inside the box.

Since optical systems with many components can be difficult to align very well, a

calibration method is helpful. Here, this is demonstrated by means of a hexagonal array

of pillars. It consisted of core-shell structures of multiple InGaN/GaN QWs with a pitch

of 2 µm between pillars, fabricated by displacement Talbot lithography by the group of

Dr Philip Shields at the University of Bath. A map of this sample taken with one-photon

laser excitation at 405 nm at room temperature is shown in Figure 3.5(a), where the QW

emission was integrated for each pixel. To determine the x- and y-calibration factors

in order to be able to convert angle to distance, a Python script written by Luke Nuttall

from our group was used. It fits the data with a grid to determine the pillar positions for

later use and calculates the discrete two-dimensional Fourier transformation, shown in
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3.2 Micro-photoluminescence setup

Figure 3.5: Calibration of the 4f scanning system. Figure generated by the program
coded by Luke Nuttall, data acquisition by myself. (a) PL map with the
objective NA = 0.5 on a regular pillar sample with a pitch of 2 µm. (b) 2D
Fourier transformation of (a). (c) Corrected pillar positions.

Figure 3.5(b). A distorted hexagon is fitted to it. It turned out that also a shear factor was

needed to explain its shape. This can be seen in panel (c), where the real pillar positions

are plotted: The mapped area is a parallelogram instead of a rectangle. This is likely

due to non-orthogonal mapping axes because of misalignment. Thus, for precise maps,

it is helpful to use a calibration sample after each alignment of the scanning system.

3.2.5 Spectrally resolved detection

A Czerny-Turner spectrometer with a focal length of 0.5 m and an f-number of f/6.5

was used (Shamrock 500i, Andor). In the case of confocal collection, this was approxi-

mately matched by a 25 µm-core multimode fibre with an NA= 0.1, which is positioned

directly in front of the spectrometer entrance slit. In the case of free space coupling, the
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PL was focused into the spectrometer with a plano-convex lens f = 50 mm on a man-

ual translation stage to adjust the distance to the input slit. The computer-controlled

spectrometer has 3 reflection gratings on a turret: a coarse one with 600 l/mm and two

fine ones with 1200 l/mm. The difference between the last two is that one has a blaze

of 1200 nm for use in the infrared, whereas both other gratings have a blaze of 500 nm

optimal for the blue-green InGaN emission. The mirrors are silver-coated. The detector

is a Peltier cooled, 255 pixels high and 1024 pixels wide charge coupled device (CCD,

iDus 420-BU, Andor), with optimised anti-reflection coatings for a wavelength window

400 nm to 500 nm with a quantum efficiency of over 90%. In order to achieve the best

spectral resolution, the input slit of the spectrometer was usually set to 25 µm, match-

ing the 26 µm2-sized CCD pixels, yielding a resolution of 2.2 meV for the 600 l/mm

grating and 0.73 meV for the 1200 l/mm grating at a wavelength of 450 nm. The acqui-

sition of spectra was often carried out with a Labview program written by Luke Nuttall,

which could also take 4f-scanning maps. I included an automated QD finding option in-

terfacing with Matlab, an automated linear polarisation measurement with subsequent

line fitting - also interfacing with Matlab - and the automated acquisition of spectra

synchronised with the application of arbitrary voltage steps, using a GPIB-interfaced

source-meter Keithley 236.

3.2.6 Time-correlated single photon detection

The spectrometer possesses of a flip mirror directly in front of the CCD, which can lead

light close to the wavelength that corresponds approximately to the CCD pixel number

380 out of the spectrometer. This output has also a computer-controlled slit, which can

be used to select a wavelength window for further studies. One might be interested for

example how fast a photon is released from a QD after it was excited. Of course this

can only be measured meaningfully for a larger number of photons, which is referred

to as lifetime. In order to measure the arrival of single photons, time-correlated single
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photon counting (TCSPC) has been developed. It works for faint light sources that

are periodically excited, for example by a pulsed laser. A single photon detector, for

example a photomultiplier tube (PMT), is used to measure the arrival of the photon. A

special TCSPC card then determines how much later this signal arrived compared to

the clock signal derived from the pulsed laser. It builds up a histogram which reveals

with growing event numbers more and more precisely how fast and through how many

channels the excited excitons decay. Here, a Hamamatsu H10720 PMT and a PicoQuant

TimeHarp260 TCSPC card were used. The time resolution was approximately 270ps.

Further details about time-resolved measurement techniques can be found in reference

[108].

In order to measure the second order correlation function introduced in section 2.4 in

order to be able to tell if a stream of photons is made up of photons emitted one by one,

an Hanbury Brown and Twiss (HBT) setup is used, consisting of a 50:50 unpolarising

beam splitter (A10035 Hamamatsu, T ≈ R≈ 0.3) and a single photon detector on each

output. Their signals are processed by the TCSPC card essentially the same way as in

the lifetime-measurement. Similarly, a histogram of coincidence counts, of events regis-

tered at one detector and events detected at the second detector, is built up over the time

delay. A single photon cannot be detected at two location at the same time, therefore the

value of the second order correlation function for a single-photon source will be zero.

Recently, also a list of all detected photons can be saved, instead of just the histogram.

This is the so-called time-tagged mode. The second order correlation function can then

be calculated post measurement. For the measurements in chapter 6, the HBT setup was

positioned at the output slit of the spectrometer. The PL was refocused on the PMTs

by means of a biconvex lens with a focal length of 25 mm. For the HBT experiments

in chapter 4, the spectrometer was bypassed to increase the number of counts on the

PMTs, routing the light from the confocal collection, realised by a 5× objective and

a 25 µm-core multimode fibre, by the latter to the HBT setup and collimating it with

a screw-on lens. The spectral selection was achieved by placing two tunable bandpass
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filters (TBP01-449/15-25x36, Semrock) with a sharp cut-off in the collection arm. To

ensure that during a long HBT measurement the QD in question does not drift away, an

optimisation script implemented in Labview by Luke Nuttall was used, employing the

piezo positioners in the cryostat.
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4 Electroluminescence studies of

non-polar InGaN quantum dots

4.1 Introduction

Real world applications of QDs are very dependent on practicability. In this regard,

electrical excitation represents a major improvement when compared to optical exci-

tation because it reduces the equipment cost and enables a more compact and robust

setup. In order to achieve electrical excitation, QDs are commonly sandwiched in a p-

i-n diode. In nitride materials, achieving highly conducting p-doped layers is challeng-

ing. Nevertheless, several groups have reported successful electroluminescence (EL) of

nitride QDs [55, 56, 109, 110]. However, only a few groups have demonstrated electri-

cally driven single-photon emission in the blue spectral range [56, 95]. These groups

used a restricted QW as a top-down engineered QD. Deshpande et al. employed a

bottom-up grown, 30 nm-wide GaN nanopillar with a 2 nm-thin InGaN layer capped

with GaN [95]. Pillars were dispersed on a substrate and a suitably positioned pillar

was contacted with evaporated metal pads. Single photon emission was demonstrated

with a second-order correlation function value at zero delay of g2(0) = 0.3(0.16) for

a QD wavelength of 440 nm at a temperature of approximately 25K. The number in

brackets is the value corrected for QW background. For a true single photon source, it

should be zero and represents a technical check. However, one should bear in mind that

this corrected value has no significance for practical applications, as the QW emission
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cannot be separated from the QD emission at the same wavelength. The addition of an

AlGaN hole blocking layer allowed for a value of g2(0) = 0.44(0.35) at 150 K with a

QD emitting in the green colour range at 520 nm [112]. Note that room-temperature

single-photon EL has been achieved with self-assembled InGaN QDs by Deshpande et

al., however in the amber colour range [55]. Zhang et al. followed a different, top-down

approach, etching down a planar 2 nm-thin InGaN/GaN QW into 30 nm-wide nanopil-

lars [56]. The sample was then planarised with spin-on-glass. Focusing on a single

nanopillar yielded a value of g2(0) = 0.42(0.38) for a QD wavelength of 406 nm at

10 K.

However, both fabrication types come with the significant drawback of labour- and

processing-intensive work. Furthermore, the nanopillar design does not allow for the

integration into more advanced structures like photonic crystals. For these reasons, self-

assembled InGaN QDs have been used here. Key results of this chapter are published

here [113].

4.2 Sample and setup

QDs have been grown with the quasi Stranski-Krastanov method earlier described in

subsection 3.1.2 as Q2T-growth. They were sandwiched in the intrinsic part of a p-i-n

junction as shown in a schematic sketch in Figure 4.1. The 2 µm-thick GaN bottom

layer was Si-doped with a concentration of 3×1018 cm−3. The p-doped GaN top layer

had a thickness of 130 nm with a Mg dopant concentration of 3×1019 cm−3. To increase

the QD density, 5 layers of QDs have been grown with an intermediate GaN thickness

of 7.5 nm. The QD density is estimated to be approximately 1× 108 cm2 per layer.

Electrical contacts were established with conventional UV photolithography. Ohmic

contacts to the n-GaN were fabricated with a layer sequence of Ti/Al/Ti/Au with the

thickness of 15/10/5/80 nm. To account for the low conductivity of p-GaN, a transparent

current spreading layer made of Ni/Au with a thickness of 4.5 nm each was used. The
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Figure 4.1: LED device. (a) Schematic. (b) Optical microscope image of the device
used in this chapter.

Ohmic p-contact itself was fabricated with layers of Ti/Au with a thickness of 20/80 nm.

The n-contacts were annealed at 710 ◦C for 2 min in a N2 flow of 6 slpm (standard litres

per min). The current spreading layer made of Ni/Au was annealed at 470 ◦C for 5 min

in a N2 flow of 5 slpm and O2 flow of 2 slpm. The Ti/Au contact pads were not annealed.

To enhance its mechanical stability a 200 nm-thick SiO2 layer was used. Several device

sizes and shapes were fabricated and wedge-bonded with an approximately 25 µm thick

Al wire. The successfully employed device1 had an active area of 180×180 µm2. An

optical microscope image is shown in Figure 4.1(b).

Micro-EL measurements were performed with the first-version, confocal microscope

setup described in Figure 3.2(a). The sample was glued with thermally conductive silver

paste to a copper sample holder. A commercially available PCB chip2 around it enabled

electrical connections between DC cables feeding into the cryostat and the sample. To

connect the PCB to the sample wedge-bonding was used with an approximately 25 µ-

thick aluminium wire. A source-measure unit (Keithley 236) was used to excite the

QDs held in a closed-cycle helium cryostat. The EL was collected with a high NA

objective (NA= 0.5, 100× Mitutoyo Apo) and spatially filtered by focusing it with a

5× objective (Mitutoyo M plan Apo) into a multimode fibre with a 25 µm-diameter

1The yield was as follows: of 290 devices, 15 devices exhibited promising IV-curves in forward bias at
room temperature. Of the 11 devices bonded, 1 showed EL at 4 K.

2Produced by AttoCube matching their sample holder.
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core, corresponding to an approximately 1 µm-wide collection spot. The two-photon

dichroic mirror was used to allow for two-photon excited PL. The EL was then spectrally

characterised with the setup detailed in subsection 3.2.5, or spectrally filtered with two

tilted bandpass filters and directed to the HBT setup detailed in subsection 3.2.6. The

HBT channel bin width was set to the minimum with of 25 ps.

In Figure 4.2 the IV curve of the device is shown at 290 K and at 4.5 K. On a linear

scale, a typical diode behaviour can be observed with low current under reverse bias

and rapidly increasing current under forward bias. At 4.5 K, the onset voltage is larger

as commonly observed due to a reduction in hole mobility and difficulty in activating

acceptors [114, 115]. The forward bias regime of the room temperature curve has been

fitted implicitly with the Shockley diode equation describing the current I through a

pn-diode given an applied voltage V [116]

I = Is×
(

exp
(

q(V −RsI)
nkBT

)
−1
)

including a series resistance Rs = 540(30)Ω (contact resistivity 0.17 Ωcm2) and with a

reverse bias saturation current Is = 39(4) nA, an ideality factor n = 20.0(3), the Boltz-
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Figure 4.2: IV curve of the diode at 290 K and 4.5 K with a linear (a) and a logarithmic
current scale (b). The dashed line is the best fit result to the high temperature
forward bias data with the Shockley equation, yielding an ideality factor
n = 20 and a series resistance Rs = 540Ω.
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mann constant kB and the temperature T . The fit is plotted in Figure 4.2(b) on a semi-

logarithmic scale. It is obvious that the fit does not agree with the IV curve apart from

the high forward bias region, therefore the extracted fit parameters are only an indica-

tion and their uncertainty is much larger than the uncertainty given by the fit. In par-

ticular this applies to the ideality factor. Fitting the data with a decreasing upper limit

of the forward bias results in ideality factors down to approximately 10. For an ideal

diode n ranges between 1 and 2 due to competition between diffusion and recombina-

tion current [116]. However in nitride LEDs ideality factors in excess of 2 have been

commonly observed in planar devices [115, 117] and also nanowire devices [118] and

have been attributed to the additional influence of deep-level assisted tunnelling, mod-

erately doped hetero-junctions and non-ideal metal-semiconductor contacts. Equally

commonly, larger reverse bias currents than predicted by the Shockley equation were ob-

served for nitride junctions [118–120]. This effect has been attributed to defect-assisted

tunnelling or band-to-band tunnelling [120], which would fit the weak voltage depen-

dence of the reverse bias leakage current. At 4.5 K there is an additional current at low

forward bias visible in the semi-logarithmic presentation in Figure 4.2(b) whose origin

is unclear. In previous reports the appearance of a low forward bias current component

Figure 4.3: Camera photo of a corner of the device at a forward bias of 6 V. In the middle
a red laser spot can be seen.
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was shown to be non-radiative [119]. This fits with the results obtained here. Since

the appearance of this current component makes it impossible to fit the data with the

Shockley equation, the series resistance is estimated with a linear fit in the high forward

bias regime to be five times larger than at room temperature, which is reasonable due to

a reduced carrier mobility at 4.5 K.

In Figure 4.3 a camera image of the device driven at 6 V can be seen. It is obvious

that the EL is not spatially uniform. The spottiness is likely to be due an inhomogeneous

hole conductivity of p-GaN [121].

4.3 Spectral characterisation

In this section, the dependence of QDs and QW on the injection current is investigated.

Three biexciton-exciton pairs were identified. Furthermore, the strong linear polarisa-

tion of both QD and background emission is studied.

4.3.1 Injection current dependence

Typical EL spectra taken at 4.5 K are shown in Figure 4.4 and 4.6. Narrow lines on top

of a broad feature can be seen. The lines originate from single QDs, whereas the broad

background stems from the QW.

QD line shifts

With increasing current, the lines can be observed to shift to both shorter and longer

wavelengths and some also do not shift at all, as seen in Figure 4.4(b). A shift to shorter

wavelengths can only occur if carriers confined in a QD experience an electrical field

which is reduced. This results in a reduction of the QCSE and therefore a blue shift.

One obvious source of an electrical field would be the in-built field, which is decreased

through the forward bias. However, this is only true at below the onset of EL, at which
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Figure 4.4: EL spectra at spot 1 with the forward bias ramping up from 4 V to 6 V with
non-confocal collection. (a) Overview with 300 l/mm grating. The three
marked lines are displayed in more detail in (b) using the 1200 l/mm grating
and a constant stack offset of 10 counts/s for clarity.

point the bandstructure is approximately flat. This is the case at roughly 3.3 V, as a

NextNano simulation of the device at 4 K showed. And the QDs appear only at higher

voltages. There, the simulation shows an overall trend of an increasing field, but it de-

pends crucially on the QW layer and its indium content. While the applied bias is likely

to be the origin of the QD line shifts, one could also think that another mechanism might

play a role. As k · p simulations of non-polar InGaN dots showed, there is an in-built
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field along the c-direction due to the QD facets exposed to the polarisation discontinu-

ity [122]. One could imagine that spatially anisotropic injection of predominantly one

carrier type could lead to carriers accumulating close to a QD at for example a defect

site, thereby generating an additional lateral electric field at the QD site. Depending on

the relative position of the sites, this would reduce or enhance the in-built field, leading

to a shift to shorter or longer wavelength, respectively. Spatially anisotropic injection

is obvious from the spotty emission pattern in the micrograph depicted in Figure 4.3.

Furthermore, at 4.5 K the conductivity of the p-GaN is much lower than that of the n-

GaN, and so it is likely that more electrons than holes are injected into the active layer.

Overall, the discussion shows that the QD wavelength dependence on the diode voltage

is complex, and conclusions cannot be easily drawn from it.

Intensity dependence

The dependence of the intensity of the QD EL on the injection current can be studied

however. To understand the context, it is useful to look at the behaviour of the QW first.

An example is shown in Figure 4.5. In panel (a) the QW EL intensity L is plotted over

the injection current I for several wavelengths. The emission did not contain bright QDs

and was averaged over a 1 nm range. It can be seen that the curves are almost straight

lines with a similar slope on a double-logarithmic scale. By comparison to the black

dashed line with a slope of exactly 1, it is obvious that the intensity of the lowest wave-

length range increases at first superlinearly, whereas the longer wavelengths initially in-

crease sublinearly, before both settle for an almost linear increase in the higher current

regime. This becomes clearer when dividing the measured EL intensity by the applied

current, obtaining qualitatively the (external) efficiency of the diode as a function of

injection current in Figure 4.5(b). At low currents the efficiency increases quickly. In

the prominent ABC-model, this is attributed to the increasingly dominant radiative re-

combination over non-radiative Shockley-Read-Hall recombination where carriers are
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Figure 4.5: (a) EL intensity dependence on injection current density for several wave-
lengths averaged over 1 nm at spot 3, with non-confocal collection. The
black dashed line with a slope of 1 is shown for comparison. (b) Efficiency
dependence on current for the same wavelengths.

confined in deep traps [123]. For longer wavelengths the efficiency seems to peak at

lower currents. This explains why a superlinear behaviour of the intensity was not ob-

served at longer wavelengths within the measured current range. At higher currents, the

efficiency stagnates for the shorter wavelength range and decreases for the longer ones.

The longer the wavelength, the more the efficiency reduces. This is known as the effi-

ciency droop, which is particularly strong in nitride LEDs [123–125]. Its origin has been

much debated [123, 125]. Explanations most commonly involve Auger processes, but

also carrier delocalisation, poor hole injection efficiency and carrier leakage from the

active region. This explains the sublinear intensity behaviour at longer wavelengths and

higher currents. With this knowledge we look at the relationship between QD intensity

and current. Spectra taken at different currents above the highest efficiency peak current
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Figure 4.6: Excitation dependence at spot 3 with confocal collection. (a) Spectrum at a

voltage of 5.4 V. (b) Power exponents as a function of wavelength of both
QW and QD. The uncertainties do not exceed 10% and are omitted for im-
proved readability.

were analysed for each wavelength except those that feature intense QDs lines. The in-

tegrated intensity and the spectrally underlying QW intensity of these dots was obtained

with a Gaussian fit. To analyse the intensity as a function of current, the ABC model

was not employed because of the higher complexity and the limited measured current

range. Instead, a simple power law of the form L = a · Ib was used, fitting the data points

at currents larger than the current for which the efficiency peaked. As discussed above,

one would expect exponents close to 1, decreasing towards longer wavelength as the

droop becomes more pronounced. This is exactly what we see in Figure 4.6(b) as a typ-

ical example. For the bright QDs visible in panel (a) the power exponent was extracted

below saturation power. It should be noted that for some QDs the intensity-current re-
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lation showed several abrupt changes, however this was not the case for the five QDs

studied here. Two of the five QDs show a much lower power exponent compared to

the spectrally close QW, whereas the other three align with the QW values. This sharp

separation into two groups has also been observed at other positions on the sample. It

might indicate that for some QDs the excitation efficiency is lower, for example due to

surrounding potential barriers, or because non-radiative recombination is stronger. The

second explanation is supported by a study on the influence of threading dislocations on

the density of polar InGaN QDs [100]. The authors concluded that there was a positive

correlation. This could mean that those dots form close to dislocations, which can act

as non-radiative recombination centres if sufficiently nearby for tunnelling.

Biexcitons

In a more precise manner, through the study of the current dependence of QD emission

lines, multi-excitonic complexes such as biexcitons can be identified. The knowledge of

biexcitons can be useful to gain knowledge about the QD geometry [122]. Furthermore,

in case of a vanishing biexciton binding energy, the biexciton-exciton emission cascade

can be used to generate time reordered entangled photons [126]. Here, three biexciton-

exciton pairs could be observed at different positions and identified by their correlated

spatial appearance and intensity-current dependence. It is clear from the above discus-

sion that the exponent of a biexciton (exciton) is expected to deviate from the ideal

picture value of 2 (1), but nevertheless the biexciton power exponent should be twice

the exciton exponent.

In Figure 4.7(a-c) the spectra of each exciton-biexciton pair are shown for several

injection current values. The exciton emission wavelengths are 477 nm, 480 nm and

473 nm, respectively. The current dependence of the integrated exciton and biexciton

intensities are plotted on a double logarithmic scale in Figure 4.7(d-f). The power expo-

nent was extracted in the excitation range below the onset of saturation. It can be seen
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Figure 4.7: EL dependence of 3 biexcitons and their excitons at different spatial posi-
tions. In (a-c) the spectra are shown for three different injection current val-
ues. The intensity scale starts from zero. The injection current values were
(a) 7 µA, 20 µA and 47 µA; (b) 15 µA, 31 µA and 47 µA; (c) 3.1 µA, 4.8 µA
and 7.2 µA. In (d-f) the corresponding integrated intensities are shown as a
function of injection current. The thick lines are linear regressions with the
slopes given next to them.

that the ratio of the exponents of each exciton-biexciton pair is approximately 2 as ex-

pected. For the exciton in panel (f) the power exponent is larger than 1 which could be

due to its early current onset and a locally stronger non-radiative Shockley-Read-Hall

recombination, such that the excitation efficiency increases as the current rises. Polari-

sation measurements were conducted to determine the FSS of the exciton and biexciton

lines to allow for further confirmation. However, no FSS could be detected due to con-
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siderable wavelength changes during the measurements. This is likely to be a result of

the enhanced spectral diffusion as compared to PL due to a higher number of carriers ex-

cited through electrical injection, as well as the long integration times needed to achieve

a high enough signal-to-noise ratio for the low intensity polarisation component.

The emission energy difference between exciton EX and biexciton emission EXX re-

sults from Coulomb interaction between the electrons and holes inside the QD. In a sim-

ple Coulomb interaction model the biexciton binding energy can be expressed as [127]

Eb
XX = EX−EXX =−(2Jeh + Jee + Jhh) (4.1)

with the energies arising from the Coulomb interaction between the holes Jhh, the elec-

trons Jee, and electron and hole Jeh. The terms related to a single kind of carrier are

positive, whereas Jeh is negative. The binding energies Eb
XX lie between -3.2 meV and

2.9 meV. These are relatively small compared to typical c-plane InGaN QD biexciton

binding energies. In the polar case, the strong in-built electrical field separates holes

and electrons, thereby increasing the repellent terms Jee, Jhh and decreasing the attrac-

tive one Jeh especially for larger QDs such that negative binding energies up to -41 meV

could be found [111, 128–130]. In rare cases, small negative or even positive binding

energies could be found, due to a small QD size [131–133].

For non-polar a-plane QDs, the in-built electric field is smaller as it only penetrates

through the much smaller facets oriented along the c-direction, compared to the dot base

area. Approximate self-consistent Hartree calculations show for a small QD height of

2.5 nm negative biexciton binding energies increasing in magnitude from −4meV to

maximum −17meV with increasing QD base anisotropy (dc/dm =1 to 3) [122]. How-

ever these values are only a lower limit, as the calculation neglects weaker, though

positive exchange and correlation terms. It should be noted that for a differently grown

a-plane QD (MDE growth) a binding energy of Eb = −36meV was found [64]. This

could be the result of a larger QD height, enlarging the facets exposed to the polar direc-
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tion and thereby increasing the in-built electric field as previously discussed. This was

also qualitatively modelled with a 5 nm high QD with a slightly elliptical base plate of

a size of approximately 30nm [122]. The comparison between the measured biexciton

binding energies against the theoretical calculations mentioned indicates qualitatively

that the three QDs studied here should have a base anisotropy close to unity and exhibit

a small height around approximately 2.5 nm. The small biexciton binding energy might

enable time reordered entangled photons if a mechanism like electric fields or mechanic

stress can be used to tune the binding energy to zero, as demonstrated for In(Ga)As

QDs [134], thereby circumventing the need for a vanishing FSS to obtain entangled

photon pairs [135].

4.3.2 Polarisation dependence

A high degree of polarisation of single photons is desirable for quantum cryptography

schemes, as mentioned in section 1.1. Several groups reported on linearly polarised

emission from InGaN QDs which was observed in PL [65, 66,84, 85, 98,111, 136, 137],

EL [56,95] and cathodoluminescence measurements [138]. Generally, nitride QWs and

QDs grown on non-polar planes are expected and have been observed to emit linearly

polarised light due to lifted valence band degeneracy caused by anisotropic strain (com-

pare with section 2.3) [65, 66, 77, 81, 137, 139]. This can also happen in c-plane InGaN

structures - provided that anisotropic strain engineering is done, be it intentional [84,85]

or not [56, 88, 98, 136, 138]. Note that all of these reports focus on light being collected

parallel to the growth direction. But due to the valence band selection rules one can

also observe polarised emission perpendicular to the growth direction for c-plane In-

GaN QDs or QD-like localisation centres in QWs [88, 95, 111]. However, this method

neglects a large proportion of the emitted light and therefore reduces the collection ef-

ficiency [77, 140]. This is not a problem for non-polar nitride QDs as the emission

perpendicular to the growth direction is negligible [66].
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Not only the DOLP, but also the angle at which single photons are polarised is a

prerequisite for quantum cryptography schemes, as the polarisation angle encodes the

information to be transferred [2]. Only two groups examined the polarisation angle

together with the DOLP for a larger number of InGaN QDs [84, 85]. While these re-

ports on c-plane QDs used strain-engineering nanostructures, our QDs experience an

intrinsically asymmetric strain due to growth on a non-polar plane. Therefore we ex-

pect our QDs to be aligned much more reliably to a crystal direction as our QDs are not

influenced by unavoidable nanofabrication imprecision. In this subsection an estima-

tion of the EL QD polarisation angle distribution width and also the mean QD DOLP is

obtained.

Previous PL studies of our group established a high mean DOLP of 0.90(1) for a-

plane QDs grown via MDE [66] and 0.87(1) for QDs grown via Q2T at 5 K [141], with

the number in parenthesis being the standard error3. Even at 200 K, a mean DOLP of

0.77(1) has been observed despite thermalised occupation of higher hole states [141].

This behaviour is attributed to the dominant |Y 〉-like character of the first few hole bands

(compare with section 2.3). Furthermore, an alignment of the QD polarisation angles

along a crystal direction had been established within ±10◦ [65, 66]. Theoretical cal-

culations based on the k · p method by Patra and Schulz showed an alignment of the

polarisation axis along the m-direction for an anisotropy of the base dc/dm ≤ 3 [66].

However, for an anisotropy larger than 4 the polarisation axis aligns with the c-direction.

This might explain differing results reported on a-plane QDs grown by similar methods:

Reid et al. reported in 2015 an alignment along the c-direction [65], contrary to Wang et

al. in 2017 who found an alignment along the perpendicular m-direction [66]. Addition-

ally, the emission of InGaN QWs grown on the a-plane has been shown to be polarised

along the m-direction due to strain produced through the heterostructure growth, albeit

to a lower average degree of 0.7 [81].

3This is the standard deviation of the mean, equal to the standard deviation divided by the square root
of the sample number.
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Measurement and analysis procedure

Here the polarisation angle and degree for 76 a-plane QDs grown via the Q2T method

has been measured in DC µ-EL. The setup version 1 described in subsection 3.2.3 was

used. Additionally, in the collection arm a rotatable half wave plate (HWP) was used

together with a fixed polariser behind it to project the polarised emission onto the po-

lariser. This combination was used for several reasons. Firstly, the spectrometer has a

non-trivial polarisation dependence which can be circumvented by fixing the polariser

angle. Secondly, the rotation axis of the polariser mount does not coincide perfectly

with the normal direction to its face, resulting in an angle-dependent beam deviation.

This can lead to an intensity modulation because of the emission is not perfectly coupled

into the fibre (or the spectrometer in case of non-confocal measurements4), leading to

a deviation from Malus’s law (Equation (4.2)) and therefore a biased polarisation angle

and DOLP. Using a HWP instead reduces the problematic beam pointing change by a

factor of approximately 20 since the HWP thickness amounts to only 1 mm compared

to the 2 cm-thick polariser.

The data presented here is of preliminary nature because of later identified setup

imperfections. An example of these is described in subsection 3.2.3 and shown in Fig-

ure 3.4. In brief, for certain wavelength ranges, the two-photon dichroic mirror acts like

a HWP, rotating the polarisation angle by the angle difference between the luminescence

polarisation and the p-plane of the mirror closest to the objective. Also, the DOLP is

decreased by the setup for certain wavelength ranges. Both characteristics are stronger

the larger the polarisation angle difference to the s/p-plane of the setup is. Here the

sample was aligned such that the m-direction is at an angle of approximately 4◦ to the

p-plane of the setup. This was determined by striations on the sample surface (visible in

Figure 4.1(b)), observed with the optical microscope included in the setup. Therefore,

4In the non-confocal case, this will also change the position of the dispersed emission on the CCD,
therefore introducing a small spectral shift. This could easily be mistaken as a fine structure splitting
of the measured QD in question.
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the data presented here holds as a lower bound for the DOLP and as a higher bound for

the polarisation angle distribution.

All dots with a peak intensity of at least 200 counts/s observed with the 300 l/mm

grating were measured with the higher resolution grating with 1200 l/mm. A driving

voltage of 5 V was chosen as to predominantly excite excitons and not biexcitons. When

searching for QDs by randomly scanning the sample, the polariser was taken out to

avoid an angle selection bias. For each QD, spectra were taken in 5 ◦ steps over 180 ◦.

Each spectrum was fitted with a Gaussian to extract the intensity, peak wavelength and

QW intensity. A Gaussian was used because the observed emission width is expected

to be dominated by spectral diffusion [142]. If the QD intensity was too weak at a

particular angle, the spectrum at the particular angle was omitted. The resulting intensity

of QD and QW was plotted over the polarisation angle and fitted according to Malus’s

law with two orthogonally polarised components with an intensity Ia, Ib and an angle

offset Θ0.

I(Θ) = Ia · sin2(Θ−Θ0)+ Ib · cos2(Θ−Θ0) (4.2)

An example polarisation measurement is shown in Figure 4.8. In panel (a) the polari-

sation angle dependence of the spectra of a single QD is shown. In panel (b) the same

dependence is shown for the integrated QD intensity and the QW intensity together with

a Malus’s fit. The QW polarisation angle Θ0 = −5.3(3) ◦ is close to the m-direction,

which corresponds here to 0 ◦, whereas the QD exhibits a larger angle of Θ0 =−21(1) ◦.

Since the intensity scales start from zero, one can also see that the DOLP of the QW is

lower than that of the QW. To ensure that measurements of poor quality would not dis-

tort the distributions, dots with a Malus’s fit with an adjusted R2 < 0.7 were excluded.

This was the case for 3 QDs, possibly caused by a strong slow-time scale spectral dif-

fusion.
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Figure 4.8: Example of a polarisation measurement. (a) Spectra for different polarisa-
tion angles. (b) Dependency of the integrated QD intensity and QW intensity
on the polarisation angle. The lines are fits with Equation (4.2) and the ex-
tracted angles are given. The angle of 0 ◦ corresponds to the m-direction and
the intensity scale starts at zero.

Measurement results

In Figure 4.9(a) the distribution of polarisation angles of both the QDs and the QWs

at the emission wavelength of the respective QD is shown as a function of wavelength.

The mean of both agree within 1 ◦ with the m-direction. The spread of QD angles is
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with a standard deviation of 11 ◦ much greater than the spread of the QW angles with a

standard deviation of 2.1 ◦. This can be seen more clearly in the histogram on the right

side. On the one hand, the spread in QD and QW angles is partly caused by the setup

imperfection mentioned before. Its influence is reflected in the QW angle spread: Since

the crystallographic c-axis of the sample is fixed, the QW angles should be identical

within the measurement uncertainty, which they are not, and also a spectral modulation

is visible. On the other hand, the setup imperfection is the same for a fixed wavelength,

meaning it is identical for a dot and its QW background. Since the QDs show a much

larger angle spread, there has to be a second, more important influence on the spread

apart from the setup. Since the biggest geometrical difference between QD and QW is

that the former exhibits confinement in the growth plane as well, one could speculate
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Figure 4.9: Distribution of polarisation angles of 76 QDs and the underlying QW.
(a) Wavelength dependence. The polarisation angle of 0 ◦ corresponds to the
m-direction. (b) Histogram of the QD and QW polarisation angles.
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that the QD angle might be influenced by the orientation of the QD base or by indium

segregation. The first explanation makes of course only a difference in case of a dot

base deviating from a circle. This can be assumed to be the general case as it has been

found for InGaAs QDs [89,143]. The misalignment of the QD base in respect to the m-

direction might be caused by strain deviations during growth originating from defects.

This upper limit to the QD polarisation angle spread of 11 ◦ is of similar magnitude

compared to the one measured by Teng et al. with elliptically top-down etched InGaN

QWs. They reported a standard deviation of 13 ◦ [85]. Lundskog et al. achieved a higher

degree of alignment with QDs grown on top of purposefully elongated pyramids where

90% of them emitting within ±10 ◦ compared to 75% in this study [84]. It remains

unclear if this is due to a more stringent control of strain and shape on their part or due

to the setup imperfections in our system. Further studies with a carefully characterised

system would be needed to establish certainty. The dichroic mirror should be replaced

with a 50:50 beam splitter cube as it has a heavily reduced influence on the polarisation

of reflected or transmitted light, as can be seen in Figure 3.4. In Figure 4.10(a) the

dependence of the DOLP of the studied QDs and their respective QW background is

shown. Clearly, the QW DOLP distribution exhibits a spectral dependence, increasing

from 0.5 at 460 nm to 0.75 at 500 nm and flattening out to 0.8 for longer wavelengths.

This has been observed as well in PL studies of similarly grown a-plane QWs, however

the origin of the lower DOLP at shorter wavelength has not been pinned down yet [81].

In the report, the DOLP was observed to increase again at even shorter wavelengths,

which is not visible in this study as no QDs of sufficient brightness were found in that

spectral range. The influence of the setup imperfections is not as noticeable as in the

angle distribution. In contrast, the DOLP distribution of the QDs shows no spectral

trend. Their mean value of 0.88, with a standard error of 0.01, lies well above even the

highest single QW DOLP. This has been explained by a stronger carrier confinement in

the QDs, enlarging the energy gap between the two highest valence bands, therefore en-

hancing the degree of polarisation [66]. The mean DOLP agrees with the two PL studies
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Figure 4.10: Distribution of DOLP of 76 QDs and the underlying QW. (a) Wavelength
dependence. (b) Histogram of the QD DOLP.

cited above, which established a mean DOLP of 0.87(1) and 0.90(1) for Q2T and MDE

grown a-plane QDs, respectively [66, 141]. It should be noted that the measurements

described here are more sensitive than previous studies to the intensity minimum due to

a 10 times longer integration time and also the systematic Malus’ law fitting, such that

a DOLP close to 1 could be better distinguished from 1. This will slightly decrease the

mean DOLP observed here compared to the reports by Wang et al.

In Figure 4.10(b) the QD DOLP data is presented as histogram. It can be seen that the

distribution peaks at the highest DOLP, meaning only a single linearly polarised compo-

nent is present. This is highly desirable for future quantum cryptography applications,

as many schemes use polarisation to encode information [2]. Even though the two above

mentioned PL studies show a high mean DOLP of a-plane QDs, their distribution peak
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4.4 Single-photon emission

at lower DOLP values. The same is true for the PL studies using strain engineered c-

plane dots. This is reflected in the percentage of observed QDs with a DOLP> 0.9:

While these studies report a low part of 15% and 18% respectively [84, 85], here this is

the case for more than 50% of the QDs. This large difference is likely to be due to a

larger anisotropy for the a-plane QDs, be it caused solely by strain or additional shape

anisotropy, which isolates the top most hole band from the lower ones [66]. This makes

our QDs an excellent candidate for quantum cryptography schemes.

4.4 Single-photon emission

A high degree of QD polarisation is all well and good, but at the heart of the importance

of QDs lies their ability to emit a single photon at a time. To ensure this is the case, an

HBT measurement can be used to obtain the second order correlation function g2(τ) of

the luminescence (compare with section 2.4).

This measurement has been carried out with the QD presented in Figure 4.11 with

the spectrum on the left and the polar polarisation plot on the right. The QD intensity

dominates over the QW background emission so the dot properties can be effectively

probed. The dot emission is highly polarised with a DOLP = 0.94(1) and its polarisa-

tion angle coincides with the m-direction within 10 ◦. As the level of coincidence counts

in the HBT measurement depends on the square of the input intensity, it is important to

achieve a high EL flux. To this end, the sample luminescence is not directed through the

comparatively lossy spectrometer, but it is bypassed and instead two tunable bandpass

filters with steep edges are employed and the light is directly passed through the multi-

mode fibre to the HBT setup described in subsection 3.2.6. The filtered QD spectrum

can be seen in Figure 4.11. The minimum time bin of 25 ps was used.

The HBT measurement was running for 21 hours up to a level of 467 counts per time

bin at long time delays. The histogram has been normalised to unity at long delays and

is presented in Figure 4.12(c). The dip at zero delay is clearly visible. It has been fitted
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Figure 4.11: Spectra of the QD under question at a driving voltage of 5.8 V. The red line
is a Gaussian fit. The graph with the filled area is the filtered spectrum.
Inset: Polar polarisation plot of the same QD. The line is a Malus’s fit
(Equation (4.2)). 0 ◦ corresponds to the m-direction.

with the common formula [95, 98, 144]

g2(τ) = 1−A · exp(−|τ|/H) (4.3)

with the dip of g2(τ = 0) = 1−A and the HBT rise time H. This model assumes a

mono-exponential decay which has been shown in PL studies to be the case for Q2T

and MDE grown a-plane InGaN QDs [64,145]. The fit determines g2(0) = 0.67(2) and

H = 194(21)ps. The dip clearly does not go down to zero.

Correction for the instrument response function

However the instrument response function (IRF) of the HBT setup plays into the dip

depth. As the lifetime of the emission of a-plane QDs is in general in the range of 200-

700 ps [64, 145], it is likely to be on the order of the IRF. This means that the setup is

not able to fully resolve the dip as it is too slow. However, the IRF can be taken into

account as the measured HBT trace is the result of a convolution of Equation (4.3) with

the IRF [144]. This shape can be calculated and fitted to the measured data. The IRF has
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Figure 4.12: (a) Averaged IRF of the HBT setup. A mono-exponential decay has been
used as a fit (Equation (4.4)). (b-d) HBT measurements of the QD under
question. The red curve is a fit with Equation (4.3), whereas the blue fit line
takes into account the IRF with the Equation (4.5). The driving voltage was
(b) 5.6 V, (c) 5.8 V, (d) 6.1 V. The mean coincidence count level per bin is
given.

been measured with an approximately 100 fs pulsed, 400 nm laser directly connected to

the HBT setup through a fibre. To test its variation it was measured 48 times and the

average is presented in Figure 4.12(a). It can be seen that the profile can be fitted well

with an exponential function of the shape

IRF(τ) = B · e−|τ|/R (4.4)

62



4.4 Single-photon emission

with an amplitude B and the decay time R = 139(2) ps. This is on the order of the

(convolved) HBT rise time H as assumed. Therefore a convolution is needed to obtain

the true dip depth and true HBT rise time T , regardless of the instrument response. The

calculation of the convolution is detailed in the appendix 8.2, yielding the following

result for the IRF corrected second order correlation function.

g2
IRFcorr(τ) = 1− A ·T

R2−T 2 ·
(

R · e−|τ|/R−T · e−|τ|/T
)

(4.5)

Fitting the measured HBT trace with this equation with a fixed R = 139ps, one ob-

tains g2
IRFcorr(0) = 0.18(18) and T = 75(19)ps. Thus, the dip goes much further down,

within the uncertainty even to zero. This proves that this QD does emit single photons

under electrical excitation. There might be a small contribution from the background

QW emission. However, it is difficult to determine the exact amount as the precise

spectral QD shape is unknown. The Lorentzian shape of a damped two-level system is

convolved with a Gaussian originating from spectral diffusion. In more detail the latter

point means that due to the fluctuating charge environment close to the dot, the band

gap changes slightly over time and so does the emission wavelength. The jitter occurs

on two times scale, one of a few seconds and the other is much shorter, which will be

investigated in chapter 6. This means for integration times on the order of seconds one

will observe an averaged broader QD emission peak. Additionally, possible acoustic

phonon side peaks can lead to difficulties of the background estimation. For example

an HBT measurement which included more of the longer wavelength QD side emission

seen in the unfiltered spectrum in Figure 4.11 did not result in a significant increase in

g2(0), indicating that this part of the spectrum also originates from the QD. Due to those

uncertainties and since the uncertainty of g2(0) is already quite large owing to the large

timing bin of 25 ps compared to the true HBT rise time, a background correction is not

attempted unlike in many publications [61, 63, 95, 144]. Note that the vast majority of

CW HBT measurements of nitride QDs report a rise time T ranging between slightly
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4.4 Single-photon emission

sub-nanosecond to a few nanoseconds [56,95,144] whereas here the rise times observed

here are below 200 ps. Therefore correcting for the influence of the IRF makes a large

difference.

Estimation of excitonic lifetime

Not only the dip depth, but also the HBT rising time T is extracted. Often wrongly

interpreted as simply the exciton lifetime tQD [56,95], it really has a second contribution

which is the pump rate p. This can be understood as follows. The higher the pump rate

is, the faster the QD is re-excited and the shorter is the HBT rise time. Therefore we

get [146]

1/T = 1/tQD + p. (4.6)

Since the pump rate is proportional to the measured injection current, determining the

rise time for different currents allows for the extraction of the lifetime of the QD emis-

sion. Therefore two more HBT measurements have been done, with a driving voltage

of 5.6 V and 6.2 V, respectively. The results are shown in Figure 4.12(b,d). Fits with

Equation (4.5) yield the values of g2
IRFcorr(0) = 0.45(7) and g2

IRFcorr(0) = 0.31(22), re-

spectively. Since the filters have been slightly adjusted for each HBT measurement, the
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Figure 4.13: Determination of the exciton lifetime from the injection current and the
HBT rise time. The straight line is a linear regression.
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obtained values of g2
IRFcorr(0) cannot be compared with each other. But the inverse of

the HBT rise times are plotted in Figure 4.13 over the injection current. Their uncer-

tainty δ1/T is obtained through the ratio to the rise time 1/T ×δT/T . A linear fit gives

a value of 1/T = 4.5(4.1)1/ns at zero injection current. Therefore the QD exciton

lifetime amounts to tQD = 220(200)ps. This is within the range of PL lifetimes from

similar dots [64, 145] and underlines the potential of a-plane QDs for high throughput,

electrically driven single photon sources.

4.5 Temperature dependence

In order to confirm that the studied emission peak originates from a QD and not a de-

fect, its temperature dependence is studied. In case of a defect one would expect to

observe a discontinuous energy change at a certain temperature where the thermal exci-

tation would overcome the exciton binding energy [137, 147]. This would result in two

peaks at this temperature. In particular an exciton bound to a donor in InGaN would be

expected to show an activation energy below the value for GaN of 17 to 12 meV [148].

The spectra taken with a fixed voltage of 6.7 V are plotted in Figure 4.14. It can be seen

that the dot spectrum becomes dimmer and shifts to longer wavelength with increas-

4 2 0 . 6 4 2 0 . 8 4 2 1 . 0 4 2 1 . 2

Int
ens

ity
 (a

rb.
 u.)

W a v e l e n g t h  ( n m )
Figure 4.14: Temperature dependence of the HBT QD spectra for a fixed voltage of

6.7 V.
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ing temperature. This latter behaviour is due to the well known bandgap shrinkage of

semiconductors with increasing temperature. The peaks were fitted with a Gaussian to

extract the peak parameters. It should be noted that the parameters depend on both cur-

rent and voltage, of which only one could be fixed, such that the observed trends might

deviate from those commonly seen in PL. The obtained QD peak position is plotted in

Figure 4.15(a). An improved Varshni fit follows the data well [149]

E(T ) = E0−S〈h̄ω〉 ·

(
coth

(〈h̄ω〉
2kT

)
−1

)
(4.7)

with the emission energy E0 at 0 K , the mean phonon energy 〈h̄ω〉= 12.2(4)meV and

the dimensionless coupling parameter S = 0.73(4). No discontinuity can be seen from

the peak position, which should appear within that temperature range for the activation

energies given above. So it can be concluded that the emission peak originates from a

QD. This is underpinned by the fact that no sharp defect emission lines are known in

the wavelength range [150].

In Figure 4.15(b) the line width of the HBT QD exciton is shown. As it might be

expected, it does increase with rising temperature due to interactions of the exciton

with acoustic phonons, whereas optical phonons can be excluded because of the large

excitation energy of 92 meV [151]. A linear fit yields an increase of 2.8 µeV/K. This

is on the lower side of reported values for InGaN QDs, ranging between 10 µeV/K

and 100 µeV/K [63, 137, 152]. An activation energy with a Boltzmann term has not

been observed for this particular QD. This might be the case at higher temperatures at

which the QD is too dim to be observed. The linewidth at 4 K is broad compared to

the transform limit given by h̄/tQD [153]. This is commonly observed in nitride QDs

and is attributed to spectral diffusion happening on a much faster time scale than the

integration time [100, 154–156].

Figure 4.15(c) shows the temperature dependence of the normalised integrated inten-

sity of the HBT QD in black. At low temperature, it shows constant intensity up to 50 K
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Figure 4.15: Temperature dependence of parameters of the HBT QD for a fixed voltage
of 6.7 V. (a) QD peak energy. The line is a fit with an improved Varshni
function (Equation (4.7)). (b) Linewidth with a linear regression. (c) Nor-
malised integrated intensity, also for a second QD (red). Its driving voltage
was fixed to 6.2 V. Fits with Equation (4.8) serve as a guide to the eye.

and then decreases to zero just above 80 K, respectively. The data is fitted with a single

channel Arrhenius-type model [137]

I(T ) =
I0

1+A× exp(−E/kT )
(4.8)

with the intensity I0 at low temperature, the amplitude A = 8000(6000) and the acti-

vation energy E = 46(4)meV. Thus, operation at temperatures higher than the boiling

temperature of nitrogen at 77 K seems achievable with electrically excited non-polar

InGaN QDs. Indeed, a second QD was found to emit up to 130 K, with a constant in-

tensity up to 90 K. Its Arrhenius activation energy was found to be E = 124(11)meV.
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Unfortunately, single-photon emission could not be tested as the intensity was too dim.

However, the potential for elevated temperature operation has been shown in PL studies

of similar a-plane InGaN dots, achieving single-photon operation up to 220 K [63]. An

important factor could have been etching the planar sample into approximately 200nm

narrow pillars. This might enhance the extracted light intensity through guiding effects,

decrease the QW background by reducing its spatial extend below the diffraction limit

of the emitted light and increase the temperature stability by altering the phononic struc-

ture. To harness those advantages in EL too one needs to find a way to contact the top

p-layer. A solution could be filling up the etched volume with an insulating material

on which the p-contacts can be patterned [9, 56]. This might however undo in parts

the guiding effect and also the effect on the phononic structure. More importantly, if

distributed Bragg reflectors are used on both sides of the QD layer to build a cavity and

thus enhance the extraction, the lateral confinement would be reduced, if not destroyed

depending on the refractive index of the filling material. Another solution consists of

pillars with fins through which electrical injection can take place [157]. Both methods

require careful and systematic study in the future.

4.6 Challenges

The path to a commercially viable InGaN single-photon source with real-world applica-

tions is still long. Three major obstacles are in the way: The contaminating background

emission of the QW, deterministically triggering single photons and the low extraction

efficiency of the emission. The first two issues are commented upon below, the third

covers a much larger field.
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4.6.1 Single-photon emission at elevated temperature

A big hurdle on the way to practical applications presents not only the high temperature

operation as previously discussed, but more importantly a high purity of single-photon

emission. An easy improvement step is to use samples containing only a single QD

layer instead of 5 layers as done here for a increased QD density. For further reduction

of the QW intensity, different growth parameters must be investigated, or post-growth

processes such as etching narrow pillars, as explained previously. A more advanced

method would be to use oxide mesas above or below the active layer to restrict the

current flow through a much smaller area, therefore reducing background emission even

further compared to pillars, similar to [158]. To make matters worse the QD-to-QW

ratio decreases with temperature as shown in Figure 4.16. Here, an perfectly sharp filter

with the width of the QD full width at half maximum (FWHM) has been assumed. The

HBT QD shows a linear decrease with increasing temperature whereas the second dot

on the right decreases more strongly at lower temperatures. The uncertainty is obtained

through propagation from the peak parameters and is proportionally quite large at lower

temperatures due to the deviation of the line shape from a Gaussian. At a temperature

of 80 K which would allow for cooling with liquid nitrogen the QD-to-QW ratio were 1
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Figure 4.16: Ratio between QD and QW emission for a width of one FWHM as a func-

tion of temperature of the HBT QD and the second QD.
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and 6 for the HBT QD and the second dot, compared to 29 and 38 at 4 K, respectively.

This would not even allow in an HBT experiment to reach g2(0) = 0.5, the limit of pure

two-photon emission. However, there might have been a voltage setting with a more

favourable QD-to-QW ratio.

4.6.2 Pulsed excitation

Furthermore, for a single-photon source to be practically operable the stream of photons

must be pulsed, where the distance between subsequent photons must be much larger

than their lifetime. This is not given for constant current excitation, therefore a train of

electrical pulses must be used. Since the lifetimes of non-polar InGaN QDs are much

shorter than 1 ns, they demand the use of electrical frequencies in the order of a few

GHz to form pulses with a width much shorter than the lifetime. The transmission of

such high frequencies without large losses can only be handled with coaxial cables, for

example SMA cables. Unfortunately, the feedthrough cables in this setup consist only

of twisted pairs of isolated wires. Nevertheless, the attenuation has been tested. The

EL emission was probed as a function of the frequency. A function generator (Model

TG302) has been used to generate a stream of square pulses with a 7.8 V peak-to-peak

amplitude, a 2 V offset voltage and a 50% duty cycle with a carrier frequency between

20 Hz and 2 MHz. The EL generated with those pulses was recorded with the CCD and

is shown in Figure 4.17(a). At a frequency of 20kHz, the EL intensity drops by half,

as can be seen more clearly in panel (b). Therefore, to excite QDs with GHz pulses,

clearly coaxial wires are needed. Additionally, for experiments below room temperature

- which makes it easier to identify bright QDs with a high QD-to-QW ratio- there is

an additional constraint of finite cooling power of the cryostat. The AttoDRY800 is

specified with a cooling power of approximately 100mW. Thus the heat transferred by

the shielded wires for pulsed excitation must not be larger than a few tens of milliwatt

to allow for the sample to be cooled down. For example 1 m of a stainless steel coaxial
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Figure 4.17: Pulsed EL for different excitation frequencies. (a) Spectra. (b) Integrated

intensity with an arrow marking the 50% decrease around 20 kHz.

cable SS-UT86 connecting to a surface at room temperature and one at 4 K would result

in a heat conduction power of 10 mW. Those stringent requirements explain why in the

nitride QD research area there is only one report on pulsed single-photon EL, and only

at room temperature where the cooling restriction does not apply [55]. For the more

advanced research on arsenide QDs, pulsed single-photon emission at low temperature

was achieved by means of flexible mini coaxial cables [159] or a probe needle [160].

Design of new cryostat lid

Therefore, a new cryostat lid was designed and built. The 3D model can be seen in

Figure 4.18. It consists of a aluminium ring with octagonal outer side faces, allowing

up to 8 feedthroughs, and a top plate with a 1 mm thick fused silica window for optical

access. The feedthroughs could be of electrical nature or also optical fibres, for example

for side excitation. 4 RF feedthroughs have been soft-welded to stainless steel plates

(242-SMAD50, Allectra, transmitting frequencies up to 6.5 GHz). It was tested and

found to be vacuum-tight down to the usual pressure of approximately 5×10−5 mbar at

4 K. Also a copper heat shield with a larger diameter was built to allow for more space

to connect the cables to the sample. It is also used for current DC experiments to avoid

cables touching the heat shield leading to local heating and therefore increased position
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Figure 4.18: Aluminium cryostat lid compatible with the AttoDRY800 with space for
up to 8 feedthroughs.

drift.

To decide on the exact nature of the contact between the coaxial cables and the sample

one has to satisfy two conditions. Firstly the pulses should broaden in time the least

possible, and therefore be guided as much as possible in a coaxial cable. Secondly,

the area of interest needs to be movable in relation to the optical axis of the setup on

a scale of millimetres to change between devices and on the scale of a few hundred

micrometres to scan the device. The rough movement has to be done by either the

already installed piezo-motors or some other motor being able to reliably operate at a

minimum temperature of 4 K. The latter option might run into troubles with the limited

space and also cost restrictions. But the piezo motors are very sensitive to shear forces

so that the coaxial cables cannot be directly attached to it. One option could be to use a

PCB chip fixed to the cryostat with a resonant waveguide connecting the coaxial cables

and the wedge bonds to the sample, leaving only approximately 6 mm non-coaxial path

length (the wedge bonds) which should broaden the RF pulses negligibly. Additionally,
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one has to think of a structure to allow for transport of the bonded sample and the PCB

chip between bonding machine and cryostat. An alternative way to contact the sample

would be a probe needle [160], allowing for contacting all the samples as compared to

a maximum of four. On the fine moving scale of 100 µm either the objective mounted

on a piezo motor could be used to scan, or a so-called 4f-setup. The latter has been

realised due to its cost advantage (see subsection 3.2.4). For the next generation QD-

LED sample a program has been written in Labview and Matlab to scan the sample

and automated finding of bright QDs with low QW background. It has already been

successfully used in chapter 6 (see Figure 6.1 for an example map).

A practical point for future pulsed excitation is the need for impedance matching to

ensure efficient excitation and maintaining a short pulse duration. This can be realised

with a resistor and a capacitor in parallel to the QD diode [161, 162].

Several groups simulated how short a pulse must be —given a mono-exponential

exciton lifetime τ— to be able to record a low g2(0) of a true single photon source.

Usually, they focused on resonant excitation and used a Gaussian shaped excitation

pulse with width T . Results have been extracted from the following publications and

plotted in Figure 4.19 [47, 163–165]. A relation of g2(0)≈×0.3T/τ is visible for low
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Figure 4.19: Simulation of the dependence of g2(0) as a function of the ratio between

excitation pulse width and the transition lifetime T/τ for resonant excita-
tion. Data extracted from following publications [47, 163–165].
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T/τ . Therefore, for a g2(0) ≈ 0.1 one needs a ratio between the pulse width and the

transition lifetime of 0.3, for g2(0) ≈ 0.01 a ratio of 0.03. For a lifetime of 500 ps

this gives excitation pulse widths of 150 ps and 15 ps, respectively. Those values are

quite short from a technological point of view. And one has to keep in mind that those

simulations do not include effective pulse broadening caused by incoherent excitation

schemes like electrical injection, which increases the g2(0) even further. Therefore,

future experiments on non-polar nitride QDs with the aim of applicability should focus

on dots with long transition lifetimes.

4.7 Conclusion

The electrically excited emission of highly polarised single photons from a non-polar

QD was demonstrated for the first time. The polarised emission was studied in more

depth for more than 70 QDs. It was shown that the achieved degree of linear polarisa-

tion of more than 50% of the QDs having a DOLP > 0.9 was superior to similar studies

on strain engineered c-plane QDs. A preliminary study of the polarisation angle distri-

bution showed a spread of 75% of the QDs within ±10◦, which ranks between the two

studies of strain engineered QDs. However, imperfections in the setup might exagger-

ate the spread. The injection current into the QDs was found to be less efficient than

into the QW for some dots. More work needs to be done to understand this behaviour.

Three biexciton-exciton pairs could be identified with a small biexcition binding energy

±3meV. Comparing these values with simulations, those values could indicate a small

QD height smaller than 2.5 nm. DC electrical excitation of a QD yielded a second or-

der correlation function value of g2(0) = 0.18(18) after correction for the instrument

response function of the measurement setup. This unambiguously demonstrates single-

photon emission. The dot was found to emit up to 80 K, a second QD even up to 130 K.

However in the future, for higher temperature single photon EL, the obstacle of the

decreasing QD-to-QW ratio with increasing temperature has to be tackled. Pulsed exci-
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tation at GHz frequencies also presents a great engineering challenge.
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5 Electro-optical investigations of

the lateral dipole moments of

non-polar InGaN quantum dots

5.1 Introduction

Nitride quantum dots grown on a non-polar crystal plane could be naively thought of as

being free from an in-built electric field, in contrast to those grown on the polar plane.

However, only the crystal plane itself is non-polar, whereas the same is not necessarily

true for dots, as they are exposed to the polar c-direction through their facets. These

are much smaller compared to their base area, owing to the lens shape of the QDs, as

evidenced by AFM measurements before capping the QDs [96]. With this geometry

in mind, one would expect that nitride QDs grown on a non-polar plane should exhibit

an in-built field along the c-direction and none in the m-direction. Indeed, it has been

calculated by Patra and Schulz that the electrostatic built-in potential of a lens-shaped

In0.2Ga0.8N/GaN QD drops along the polar direction of the QD [166]. This produces

an in-built field. Due to the symmetry in the m-direction, there is no drop of the built-in

potential and hence no electric field. Particularly interesting is the fact that the potential

arising from the second order piezoelectricity is of similar magnitude to the potential

stemming from the first order one, and that they are opposed to each other. This leads
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5.1 Introduction

to a reduced built-in potential drop along the polar QD axis. The authors expect that

the dot geometry and base anisotropy, along with the indium content, may have a large

influence on the magnitude and sense of direction of the potential drop, because the

second order piezoelectric polarisation is partially linked to shear strain. Thus, if one

were able to measure the lateral in-built field, one might be able to identify the indium

content and the size of single QDs. Knowledge of these parameters is highly desirable

for a more accurate understanding of the dots.

In order to extract the in-built field, an electric field has to be applied laterally across

a single QD. There are several successful reports on this topic. Most of them focus on

InGaAs/GaAs QDs [167–172], but there are also two papers on CdSe/ZeSe QDs [173,

174] and a single one on a polar c-plane InGaN QD from our group 15 years ago [175].

To apply a lateral field, the majority of reports used two Schottky contacts fabricated on

the sample surface separated by a gap of a few micrometers [167, 168, 170, 172].

One very interesting aspect of these experiments is the observation of a substantial

linewidth broadening [167,169,174,175]. This has been attributed to carriers tunnelling

out of the dot on the time scale of a few tens or hundreds of fs, leading via the Heisenberg

uncertainty principle to a broadening of the dot line. A simple semi-classical model has

previously been used to estimate the increase of the linewidth. It will be described in

detail in section 5.6. It depends on the QD size and potential confinement depth along

the direction in which the electric field is applied. The so-obtained equation can be used

to fit the data and to extract the two parameters. These are of high interest as they have

a large influence on the properties of a QD and are difficult to determine with other

methods. This chapter is motivated by this insight to find out more about the parameters

of single QDs.
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5.2 Device fabrication and electrical properties

5.2 Device fabrication and electrical properties

Following the majority of reports, we used Schottky contacts with a gap in between to

apply a lateral field across the QD layer, which is close to the sample surface. Two

opposing Schottky contacts have the benefit of blocking the leakage current for a small

bias. Ni/Au contacts have been chosen as they resist HF etching and because of their

established use in high voltage Schottky diodes [176–178]. Two different kinds of elec-

trode patterns have been designed. The first type consists of two electrodes which have

the shape of an L with an arm length of 140 µm and contact pads at opposite ends. The

gap between two L’s was varied for different devices between 0.5 µm, 1 µm and 2 µm.

The arms were aligned to the c- and m-direction. The idea behind this design was to be

able to apply a field along both crystal directions with just two contacting wires. This

allows to study more devices as the number of contact wires is limited to 12 due to the

number of pads on the interfacing PCB chip as well as the number of cable feedthroughs

into the cryostat. An example of an L-shaped device is shown in Figure 5.1(a). The sec-

ond device type consists of four electrodes arranged around a free square with a side

length of 5 µm or 8 µm. The idea was to find QDs in the middle of the square where

the electric field is homogeneous and find out the relevant parameters in both in-plane

directions of the same QD. Indeed, with a suitable model one could also apply voltages

Figure 5.1: Microscope photos of the designed devices. (a) L-shaped device with a gap
of 0.5 µm. (b) Square-shaped device with a gap of 8 µm.
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to all four contacts such that the electric field in the middle of the device rotates over

360◦ and samples the in-built field in 2D [179]. An example of the square device is

shown in Figure 5.1(b). However, this design could not be tested due to instability of

the sample under thermal cycling.

The chosen sample contains a single QD layer 20 nm below the surface, grown via the

Q2T method. The GaN layers above and below became unintentionally doped with a

oxygen donor concentration of approximately 5×1016 cm−3. The sample had been pre-

viously investigated with µPL excited via two-photon absorption, showing single lines

with a peak brightness of up to 500 counts/s. The devices on the sample surface were

fabricated with electron beam lithography by John Jarman in the Cambridge group. The

electrodes were made via evaporation of a bi-layer of Ni/Au with thicknesses of 20 nm

and 80 nm, respectively. They were not annealed. The electrodes exhibit an angle of

6 ◦ to the c- and m-direction, determined through the observation of [c]-oriented asym-

metric growth pits under an AFM. The approximate crystal direction can be observed

in the PL setup through the stripes along [c] visible in a optical microscope photo (see

Figure 5.1). The sense of the c-direction was attempted to be determined from the AFM

scan. In this regard however, it was inconclusive. Convergent-beam electron diffrac-

tion, which is a transmission electron microscopy method, would have been needed

along with a many-beam scattering simulation to interpret the diffraction pattern. Due

to these complications the sense of the [c]-direction could not be established. The more

stable, second setup version was used (see Figure 3.2(b)).

The sample was glued with thermally conductive silver paste to a copper sample

holder. A commercially available PCB chip1 surrounding it enabled electrical connec-

tions between the sample and DC cables feeding into the cryostat. The PCB was con-

nected to these DC cables by soldering insulated copper wires with a diameter smaller

than 1 mm onto the outer contacts of the PCB and pins on the other end of the wires.

To connect the PCB to the sample, wedge-bonding was used with an approximately

1Produced by AttoCube matching their copper sample holder.
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Figure 5.2: IV curves of the used device. Point-average of 32 with automatically ad-
justed acquisition times. (a) At 293 K and at 14 K before the µPL experi-
ments described in the following. (b) At 7 K after the µPL measurements.
The inset shows the direct comparison to (a) with the same voltage axis
range. All measurements were carried out at a pressure of approximately
10−4 mbar.

25 µm-thick aluminium wire2. Six L-shaped devices were connected. The leakage cur-

rent dependence on the applied voltage was measured with a source-meter unit (Keithley

236). The IV curve of one device with a 2 µm gap, measured at room temperature and

at 14 K, is shown in Figure 5.2(a). Around 0 V, there is a plateau of negligible current

visible with a width of approximately 2.5 V. This is the influence of the two Schottky

diode electrode that oppose each other such that they block all current. Surprisingly, the

IV curve shifted by 1 V to negative bias at 14 K compared to room temperature. The

reason for this behaviour could not be identified. For these IV curve measurements, the

current was limited to 50 nA in order to not damage the devices. After the µPL mea-

surements described below, the IV curve of the same device was measured over a larger

bias range of ±20 V, shown in Figure 5.2(b). For larger voltages, the current increases

linearly. This points towards Ohmic leakage pathways that become activated. The inset

shows the direct comparison to the IV curves before the µPL measurements. The leak-

age current increased by 3 orders of magnitude. This is an issue that needs be addressed

2Gold wires with better conduction properties proved to be not rigid enough to cover the distance of in
some cases almost 1 cm.
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for future experiments.

5.3 Electric field simulations

In order to be able to relate an applied voltage to the resulting electric field in the QD

plane, a 2D simulation has been carried out with the program NextNano++. It solved

the Poisson equation iteratively along with the current equation. One might think that

an estimate might be obtained with a direct calculation, as it can be done for a vertical

Schottky diode with the full-depletion approximation. However, the lateral nature of

the device complicates the situation beyond intuitive calculations. In Figure 5.3(a) the

simulation device geometry is shown. The grid in the lateral and vertical direction is

set to 20 nm and 10 nm, respectively. Convergence was successfully tested for different

ratios of vertical to lateral resolution. The (unintentional) doping density was set to

5×1016 cm3. Although the measurements were performed at 4.5 K, the simulation was

carried out for room temperature as it did not converge otherwise due to instabilities.

The results are therefore only an estimate3. The mobility of n-doped GaN was estimated

through a phenomenological formula to be 810 cm2/Vs [182]. Literature values of the

barrier height of Ni/n-GaN Schottky diodes measured at 300 K depend on the fabrication

quality and post-processing methods and scatter between 0.6 eV to 1.2 eV [183–187].

Here, the often cited value of 0.8 eV was chosen.

In Figure 5.3(b,c) the vertical and the lateral component of the electric field are shown

at the depth of the QD layer of 20 nm respectively. The voltage applied to the right con-

tact ranged between -10 V and 10 V. The vertical electric field is strongest directly under

the contacts due to the depletion region, but is negligible elsewhere. For the lateral elec-

tric field, it is the opposite: close to the electrodes, the field peaks and then decreases

3It should be noted that only a few of the various reports on lateral fields applied across QDs contain an
actual simulation compared to a rough estimation. And even of these, none state the temperature at
which the simulation was done, neither in the paper nor in the PhD thesis if applicable [169,180,181],
therefore pointing to room temperature.
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(b) Vertical electric field component at 20 nm below the sample surface, for
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mid-gap and 500 nm either side at a depth of 20 nm below the sample sur-
face. These positions are marked in (b) and (c) with colour- and shape-coded
arrows.

considerably towards the centre of the gap, so that the field which a QD experiences de-

pends on its position relative to the electrodes. However, it must be remembered that the

dots are optically excited by means of an 800 nm-laser through two-photon absorption,

giving an approximate spot diameter of 1 µm. If the laser spot partially overlaps with

one of the electrodes, the light is partially reflected and does not contribute to the exci-

tation. Furthermore, the reduced power impacts the PL intensity quadratically through

the non-linear dependence of two-photon excitation. Therefore, it is safe to assume that
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5.4 Laser power dependence of QD shift

in PL, no bright dots are observed that are closer than 500 nm to the electrodes, for a

laser power typically saturating QDs. This means that the observed QDs lie in a region

where the lateral and vertical electric field components are almost constant.

In Figure 5.3(d), the relation between the electric field and voltage can be seen for a

position mid-gap and 500 nm either side. For the lateral field, the relationship is close to

linear and varies by±15% for the different positions. In comparison, the vertical field is

negligible, such that with this device design a lateral electric field can be applied to a QD

located approximately mid-gap. For the experiments in the next section, the conversion

factor between an applied voltage and the resulting lateral electric field was calculated

for a fixed bias as the mean over the field at positions in between ±500nm of the mid

position. The relation was extended to higher voltages through linear extrapolation for

data points with |V |> 2V.

5.4 Laser power dependence of QD shift

PL studies have been carried out under two-photon-absorption on single QDs at 4.5 K

on an L-shaped device. To find dots, the sample was moved with the piezo positioners

such that the laser scanned through the gap between the electrodes, without an applied

bias. Once a bright QD was found, and its spatial position optimised, a range of voltages

was applied and spectra were taken concurrently. For the first examples presented, this

was performed manually, later it was automated within the main Labview program.

In previous reports on QDs under the influence of a lateral electric field, it was ob-

served that the amount of the QD peak shift depends on the intensity of the exciting

laser [167, 169]. The higher the laser power is, the smaller is the shift for a given elec-

tric field. This is because an increased number of carriers around a dot in the nearby

QW are swept to opposite sides by the electric field and partially screen the electric

field experienced by the QD. This is of concern with regard to the tunnelling effect we

would like to exploit in order to gain knowledge of individual QD parameters. To check
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Figure 5.4: Energy shift of QD1. (a) Spectra taken at an excitation power of 57 mW. (b)
Electric field dependent shift of the dot peak for excitation powers of 30 mW
and 57 mW. Quadratic fits to the data are dashed, their parameters are given
in the main text. The green line shows the electric power dissipated in the
sample due to leakage.

the influence of an increased excitation power in our system, we studied the wavelength

shift for one dot (QD1) for a power well below saturation (30 mW) and an excitation

power close to it (57 mW)4. The voltage was varied in an opposing-staircase manner,

meaning that at first a voltage of 0 V was applied, then +1 V, -1 V, then +2 V, -2 V and

so on up to -20 V. Example spectra at voltages in increments of 5 V are shown in Fig-

ure 5.4(a) with increasing voltage for an excitation power of 57 mW. The dot emission

at 513 nm was found between the electrodes where the electric field was parallel to the

c-direction. It exhibited a shift to longer wavelengths for an increasing modulus of the

electric field. This is shown in more detail in Figure 5.4(b) by extracting the peak energy

with a Gaussian fit. The energy at zero field is subtracted.

At both excitation powers, one can see a clear parabolic shift of the peak to lower

energy. The data is almost identical for both laser powers, which means that screening

is negligible and that the dot sees the full amount of the applied field. This is different

to previous reports using arsenide dots [167,169]. To draw a fair comparison, one has to

take into account that the experiments described here used two-photon excitation such

4The two-photon excitation power density amounts to 3.8 MW/cm2 and 7.2 MW/cm2, respectively, as-
suming a beam diameter of approximately 1 µm.
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5.4 Laser power dependence of QD shift

that a doubling in laser power leads to a four-fold increase of the emission intensity.

However, the above mentioned references used one-photon excitation, where the in-

crease of the intensity depends linearly on the laser power. Therefore, a fair comparison

of the results presented in Figure 5.4 to the arsenide references consists in comparing

the energy shift for a quadrupling of the laser power: this leads to a significant change

in the shift. The difference might lie in the different excitation mechanism. One could

speculate that through the two-photon excitation used here, fewer carriers are injected

into the QW that could screen the field.

The parabolic dependence of the QD energy shift on an electric field is well known

and can be described by the parameters of the intrinsic dot dipole p with the applied

field F and the interaction of the field with the field-induced dipole (see Equation (2.2)).

Fitting the data yields a dipole of p = 0.21(1) eÅ and p = 0.22(1) eÅ and a polaris-

ability of α = −103(3)meV/(MV/cm)2 and α = −80(3)meV/(MV/cm)2 for a laser

excitation power of 30 mW and 57 mW respectively. Since the data is almost identical,

the extracted parameters are also similar for both powers. The lateral permanent dipole

moment is approximately 40 times smaller than the vertical dipole component of an In-

GaN QD grown on the c-plane [74]. Although both components are measured along the

c-direction, this is expected, as in the case of the a-plane QD, only the facets face the

c-direction. Due to the flat lens shape, their projection onto the c-plane is much smaller

compared to the base area of a c-plane grown dot. In a different study on a similarly

grown c-plane dot, the lateral dipole moment was surprisingly determined to be also ap-

proximately 40 times larger than the one of the dot studied here, where a much smaller

value would have been expected [175]. This could point to a calibration problem of the

electric field in the previous study.

The vertical polarisability found for the c-plane grown InGaN QD was 2.5 times

smaller than the lateral one obtained here [74]. This could be due to a smaller dimen-

sion of the QD in the vertical direction: its height was determined to be 2 nm through

semi-empirical tight-binding calculations, whereas for the QD studied here, a minimum
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diameter of approximately 6 nm will be deduced in the following section. It has been

found both experimentally and through calculation that the polarisability increases for

larger QDs [188], though it also depends on the ionisation energy [189]. The lateral

polarisability of the c-plane grown InGaN dot was surprisingly large - 10 times larger

than the lateral polarisability found for the non-polar dot. Furthermore, the size of the

same polar dot was deduced to be approximately 2 nm [175], which is smaller than the

diameter of the non-polar dot obtained with the same method. Again this could point

to a problem of the electric field calibration in the previous study. On the other hand,

the similarly determined confinement potential of the c-plane grown QD was 3 times

shallower than of the non-polar dot, which might also explain the large difference.

5.5 Thermometry

In Figure 5.4(b) the discussed shift of the dot peak energy is contrasted with the ap-

proximate dissipated power in the total device on the right axis, calculated through the

product of applied bias and leakage current. This is justified by the fact that the IV curve

is linear from the points where the blocking character of the pair of opposing Schottky

diodes fades. It can be seen that the dissipated power curve is roughly similar to the

QD shift curve. But it is not parabolic and is not as much shifted to positive fields.

Therefore, it is likely that the observed QD shift is due to the applied electric field and

not due to heating.

To further strengthen this argument, we measured the local temperature of the sam-

ple by means of µPL with and without a large applied bias of 30 V, which produces a

leakage current of several mA. In the sapphire substrate, there are Cr3+ ions, making

it a highly dilute Ruby crystal. It emits two lines at R1 = 694.2nm and R2 = 692.9nm

at room temperature. These originate from the transition of excited electrons from the

two first excited states to the ground state [190]. Their intensity ratio R1/R2 reflects the

Boltzmann distribution because population transfer between the excited states is very
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rapid compared to their decay times and can therefore be used to measure the tempera-

ture on a micrometre scale. In Figure 5.5(a), spectra taken at several temperatures at an

excitation power of 2 mW of a 405 nm CW laser are presented. The two-photon dichroic

mirror was exchanged for a silver mirror to send the otherwise transmitted Ruby emis-

sion to the spectrometer, and the one-photon excitation dichroic mirror was used to

couple the blue laser into the system. The data points were taken by heating the sample

up (globally) using the cryostat heater close to the sample, taking spectra once a steady

state was achieved, and noting the temperature of the sensor below the sample. The
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Figure 5.5: Thermometry using Ruby lines. (a) Spectra of the R2 and R1 lines at differ-
ent temperatures. (b) Temperature dependence of the intensity ratio R2/R1.
(c) Intensity ratio at a different position on the sample for a bias of 30 V (red
marker). At the start position, where the laser is focused in the gap of the
active device, the intensity ratio is measured as well without an applied bias
(black marker).
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peaks were fitted with Lorentzian lineshapes, and the ratio of their integrated intensity

is presented in panel (b). Fitting them with a Boltzmann formula A ·exp(−T0/T ) results

in a bad fit, which indicates that the cryostat temperature sensor was not correctly cal-

ibrated. However, the data points can be used as an approximate calibration scale. We

then determine the intensity ratio with the laser focused in between the electrodes of the

relevant device for zero bias. In the next step, we repeat the measurement with a voltage

of 30 V at the same spot, then move the laser spot outside the electrodes, and finally a

few neighbouring devices away. The intensity ratio obtained for the different laser spot

positions can be seen in Figure 5.5(c). With the bias turned on, the intensity ratio every-

where on the sample amounts to approximately 0.25, corresponding to a temperature of

about 45 K. By contrast, without a bias the ratio is approximately 0.07, corresponding

to a temperature below 8 K. This means that the heat conductivity of GaN and sapphire

is so good that the sample is heated up everywhere. A line scan between the electrodes

along the gap yielded the same result.

Returning to the QD energy shifts: if these were merely due to heating, the above

result would mean that all dots should show a similar shift behaviour compared to that

in Figure 5.4. However, in section 5.7.2 we will encounter many dots that do not show

this behaviour. For example, their energy remains constant for one voltage polarity and

shifts for another. Some QDs even shift to shorter wavelengths, an effect not explainable

by heating. In summary, these points clearly demonstrate that the observed QD energy

shifts are largely due to the applied field and that the heating due to leakage plays, if at

all, a minor role.

5.6 Electric field dependence of the linewidth

The linewidth of QD1 is plotted in Figure 5.6 for both excitation powers. It can be

seen that for an increasing modulus of the applied bias, the dot linewidth increases

from 0.6 meV to 0.8 meV for the lower excitation power. This is the effect observed in
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previous publications due to fast tunnelling of carriers out of the dot [169, 174, 175]. It

can be seen that the linewidth increases a little asymmetrically with respect to zero field.

This is due to the in-built field, as evidenced by the previously discussed offset of the

parabolic energy shift. As previously mentioned, the increase in the linewidth can be

quantitatively understood with a simple semi-classical model. The following paragraph

extends the reference of Heller et al. [169]. It models the dot in 1D as a potential trough

with ionisation energy V0 and diameter a in an otherwise constant potential landscape.

Due to the position-momentum uncertainty relation ∆x∆px ≥ h̄/2, the velocity v of a

trapped particle with a mass m is at least as large as the minimum velocity uncertainty

due to the size of the trough.

v≥ ∆v =
h̄

2ma
(5.1)

Applying an electrical field F tilts the potential and allows tunnelling of the parti-

cle out of the trough. The tunnelling time τ can be approximated as the product of

the inverse of the frequency of the particle hitting the one side wall where it may

tunnel through, namely f = v/2a ≥ h̄/4ma2, and the tunnelling transmission coeffi-

cient through a triangular-shaped potential obtained by means of the Wenzel-Kramers-
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Figure 5.6: Electric field dependence of the linewidth of QD1 for two different laser
powers. The field is shifted by the in-built dot field. The functional shape of
the fits are explained in the main text.
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Brillouin approximation [191].

τ ≤ 4ma2

h̄
· exp

(
4
3

√
2m

eFh̄
V 3/2

0

)
(5.2)

The tunnelling with this characteristic time contributes to the linewidth Γ via the Heisen-

berg uncertainty relation Γ ·τ ≥ h̄/2 [192]. Therefore, we obtain the minimum linewidth

change ∆Γ caused by tunnelling as

∆Γ = Γ−Γ0 =
h̄2

8ma2 exp
(
− 4

3

√
2m

eFh̄
V 3/2

0

)
(5.3)

with the zero-field linewidth Γ0. Equation (5.3) can be used to extract the minimum

potential depth and the minimum dot size in the direction of the applied field. This is

done in Figure 5.6, where the field is shifted by the amount of the in-built field identified

in the previous subsection. As Equation (5.3) is not symmetric to zero field, the modulus

of the shifted field is taken. For the higher excitation power, the linewidth suddenly

increases significantly at a field of 40 kV/cm and then decreases, therefore these data

points are neglected. Only tunnelling of electrons is considered, as the mass of the holes

is much larger. The effective electron mass m is estimated for a nominal indium content

of 20% to be a linear interpolation between the values for GaN of m = 0.2me [193] and

InN m = 0.042me [194]. This yields an effective electron mass of m = 0.17me. Looking

at the graph, it strikes the eye that the zero field linewidth of 0.84 meV is larger at 57 mW

of excitation power compared to 0.64 meV at half the power. It is likely that this is due

to increased spectral diffusion as more carriers are created in the vicinity of the dot [142,

155] (see the power dependence of the spectral diffusion rate in the subsection 6.4.2 of

the next chapter). Both data sets are fitted with Equation (5.3). The extracted minimum

lateral QD sizes are a = 6(1)nm and a = 5(2)nm for the excitation power of 30 mW

and 57 mW, respectively. This is plausible as AFM data measured on uncapped Q2T

samples shows a bimodal height distribution, in which the smaller dots exhibit diameters
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5.7 Energy shifts of many QDs

below 10 nm, which is limited by the finite AFM tip size. The extracted minimum

lateral potential depths are 28(3)meV and 27(6)meV. This is a deeper confinement

than reported for a c-plane grown InGaN QD, for which a confinement of 10 meV was

extracted with the same method [175]. Measurements of temperature activated carrier

escape for other polar InGaN dots yielded more comparable values of 17 meV [195]

and 31 meV [196]. For non-polar InGaN QDs, larger confinement potentials have been

reported: 38 meV for an m-plane grown dot [137] and 40 meV for an a-plane grown

dot [63]. These larger values enabled higher temperature operation with single photon

emission up to 100 K and 220 K, respectively. This would not be possible with this dot,

as its potential depth is not deep enough. However, this result was obtained from only

one QD. To get an overview of the spread of lateral sizes and potential depths, more

measurements were carried out on a number of QDs.

5.7 Energy shifts of many QDs

In order to investigate a larger number of dots, the measurements were automated within

the main Labview measurement program. The two-photon excitation power was fixed at

50 mW, which is close to the saturation power of most dots. The laser spot was scanned

through the 2 µm gap of one L-shaped device. Every line narrower than 1 nm with a

minimum peak brightness of 100 counts/s on the 300 l/mm grating was investigated with

the finer 1200 l/mm grating. The integration time for every voltage step was set to 2 s

as a trade-off between signal strength and drift. In the arm in which the applied electric

field was parallel to the c-direction, 50 lines in 16 spectra were measured. Lines in the

other arm were then investigated in order to obtain a similar number of measurements.

But only 10 lines in 6 spectra could be found that matched the criteria. This may have

been due to an elliptical laser spot size on the sample, caused by suboptimal alignment.

Surprising, none of these lines showed a systematic linewidth change with increas-

ing voltage modulus. This might indicate that the confinement potential of these dots is
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5.7 Energy shifts of many QDs

deeper than the above examined dot, so that the electrons cannot escape within the range

of the applied electric field magnitude. This would be promising for the operation at el-

evated temperatures. However, the influence of the electric field is noticeable through

systematic shifts of the peak energy of the QDs. Therefore we focus on this quantity.

The observed peak energy shifts can be divided into three main groups: Parabolic be-

haviour, noisy behaviour without clear trend, and irregular behaviour comprising all the

rest. In the following subsections, we focus on the first and the last group.

5.7.1 Parabolic behaviour

In the arm in which the electric field was parallel to the c-direction, there were 5 lines

out of 50 which showed a parabolic peak energy shift. Two examples are shown in

Figure 5.7. They feature a small inbuilt field. However, with a different sign. The results

of all 5 lines are summarised in Figure 5.8, including QD1 of the previous section,

marked in blue. Also, the polarisability of the one QD showing parabolic behaviour in

the arm in which the electric field is perpendicular to the c-direction is included, and

marked in red (mQD).

In Figure 5.8(a), the obtained polarisability values are plotted over the QD emission

energy. One can see a trend: The higher the dot energy is, the lower is the polarisability.
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Figure 5.7: Two examples of QDs featuring a parabolic shift to lower energy for an
electric field parallel to [c]. The energy at zero bias is subtracted.

92



5.7 Energy shifts of many QDs

This could be explained through the picture of the exciton binding energy. The stronger

the binding between electron and hole is, the more difficult it is to separate them by

an electric field, meaning the polarisability would decrease. This decrease of the po-

larisability with increasing QD emission energy fits with k·p simulations of non-polar

InGaN QDs. They show an increase of the exciton binding energy for an increased

emission energy due to a reduced indium content for the same dot height, as can be seen

in Figure 5.8(c) [122]. In panel (b), the dependence of the dipole moment on the QD

energy is shown. Both negative and positive moments can be seen, but the trend is not

clear. It has been shown that in the special case of non-polar InGaN/GaN QDs, the sec-

ond order component of the piezoelectric effect acts in the opposite direction to that of

the first order component and that both components are comparable in magnitude [166].

The size, indium content, and especially the geometrical shape of a dot, may enhance

or decrease the magnitude of the second order piezoelectric component. Therefore, per-

manent lateral dipole moments aligned parallel and anti-parallel to the c-direction can

be expected.

In Figure 5.8(d), the polarisability is plotted over the dipole moment. The red marked

dot mQD is included as its lateral dipole moment |p| = 0.08(1)eÅ is negligible com-

pared to most others. The graph shows a clear trend: The larger the modulus of the mo-

ment is, the larger is the polarisability. This suggests that the in-built field F0 =−p/2α

is of similar magnitude for all dots, similarly to a study on InGaAs quantum rings [197].

Its values are plotted in Figure 5.8(e). No clear dependency can be seen. The in-built

field varies between +14 kV/cm and -15 kV/cm. The mean in-built field amounts to

F0 = −3kV/cm with a standard deviation of 11 kV/cm. This clearly demonstrates a

reduction of the in-built field by more than two orders of magnitudes compared to the

vertical field component polar InGaN dots [74, 198].
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Figure 5.8: Parameters extracted from dots showing a parabolic energy shift under the
influence of a lateral electric field F. (a) Dependence of the polarisability
on the QD emission energy. (b) Dependence of the dipole moment on the
QD emission energy. (c) Replotted results of k·p simulations of non-polar
InGaN QDs [122]: Dependence of the exciton binding energy on the exciton
recombination energy for different indium content and dot heights (2, 2.5,
3, 4, 5 nm, fixed round base of 30 nm). (d) Dependence of the polarisability
on the dipole moment. The black data points are from QDs in the arm of
the device where F||[c], including the blue data point marking the previously
mentioned QD1. The square red data point marks the QD mQD found in the
other device arm where F||[m]. (e) Dependence of the in-built field on the
emission energy.

5.7.2 Irregular behaviour

Instead of only showing the well understood examples, here also examples are shown

which do not follow an apparent parabolic shift and remain a challenge to understand.
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Figure 5.9: Two examples of irregular behaviour of QDs under an electric field parallel
to [c]. The energy at zero bias is subtracted. (a) Linear shift. (b) Linear shift
with constant energy for positive field polarity.

In the device arm where the electric field is parallel to the c-direction, apart from 10%

of the dots which exhibit parabolic energy shifts and 28% of the dots which show no

systematic changes within the fit uncertainty, 62% of the QDs exhibit non-parabolic

behaviour. Two examples are plotted in Figure 5.9. The majority of the oddly behaving

dots showed an energy increase for negative fields, whereas for positive polarity, most

dots exhibited an energy decrease, resulting in an overall approximately linear trend,

as shown in Figure 5.9(a). The shift magnitude ranged between 0.2 and 2.5 meV for a

field of ±59 kV/cm. A few dots show the opposite behaviour. One interpretation could

be that the dot follows a parabolic behaviour with a very large polarisability, its vertex

being far outside the applied electric field range. This would indicate a giant in-built

field, which, however, is at odds with the naive expectation and, more importantly, with

previously mentioned continuum-based strain calculations [166]. In the arm where the

electric field is perpendicular to [c], the same linear shift behaviour was also observed

for a stark majority of 8 out of 10 dots. The magnitude of the shift ranged between

0.3 and 4.7 meV for the same field difference. To explain this, one might think again

of a large, offset parabola in conjunction with a QD axis misaligned to the electrode

axis. Therefore, the projection of the in-built field would have been measured. But
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5.8 Similar electric field dependence of multiple lines

in this case, the average magnitude of the shift should be much smaller than the shifts

observed in the other arm, where the electric field is parallel to [c]. However, this is

not the case. As previously mentioned, it might be important to note that the sense of

direction of the field is arbitrarily defined with regard to the c-direction, as the sense

of the latter is not known. However, this arbitrary sense of direction of the field is

derived from the voltage, which is applied to the inner L-contact. The linear shift can

be observed much more often to higher energy for positive voltage polarity (negative

electric field polarity), for both fields parallel to the c- and the m-direction. This points

to an electrical source of the irregular shifts, necessitating further investigations in the

future.

In some cases, no change for a positive electric field polarity can also be seen along

with a linear energy increase at negative fields, as shown in Figure 5.9(b). One might

think that this could be the case of an electron-hole pair being maximally separated due

to a large in-built field, thus being squeezed into opposite corners of the dot. However,

in this model the sharp turn-on of the shift at 0 V is surprising, since the probability

density of electron and hole are not billiard-ball hard, but smooth functions. Therefore,

a gradual turn-on would be expected.

Overall, the voltage dependence of the shift of the dots reflects the underlying voltage-

field dependence. The examples shown illustrate that the seemingly simple device con-

struction leads to some unexpected behaviour. This needs closer investigation in further

studies for this electric-field method to be a more quantitative tool.

5.8 Similar electric field dependence of multiple

lines

As seen in the previous section, the study of a larger number of dots under the influence

of a lateral electric field showed a multitude of different shift behaviours. Sometimes,
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Figure 5.10: Multiple lines showing similar shift behaviour for two spectra taken at a
different spatial position. (a) Spectrum 12, see Table 5.1. (b) Electric field
dependence of the three, in (a) marked lines. The energy at zero bias is
subtracted. (c) Spectrum 15. (d) Electric field dependence of the four, in
(c) marked lines. The shift of the shortest and longest wavelength line is
multiplied by a factor of 4 and 0.7, respectively. The energy at zero bias is
subtracted.

several narrow emission lines in the same spectrum could be observed. Detailed analysis

after the experiment showed a similarity in the energy shift behaviour for some of these

lines. It should be noted that not all lines in one spectrum behaved the same way. In

Figure 5.10(a,c) two spectra with several lines are shown with the respective energy

shifts of some of them in panel (b,d).

Since the shift behaviours differed so much between lines and positions, it is highly

likely that the lines exhibiting similar shifts originate from the same dot. This would be
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5.8 Similar electric field dependence of multiple lines

possible in two cases: emission from multi-excitonic complexes or excited states. The

first case was covered by several studies on arsenide and nitride QDs. A study on In-

GaAs dots under the influence of a vertical electric field revealed similar polarisability,

but different magnitude of the dipole moments of neutral and charged excitons [199].

For a biexciton on the other hand, a difference in shift was observed under the influence

of a lateral field leading to the cancellation of the biexciton binding energy [200]. For

InGaN QDs only one report convincingly identified two charged excitons in the polar

system [91]. They exhibited an energetic distance of approximately 2 meV and 5 meV

from the neutral exciton. Furthermore, PL measurements under the influence of a ver-

tical electric field showed that their dipole moments and polarisability were reduced

by 15-40% compared to the neutral exciton. The reports on the value of the biexciton

binding energy of different InGaN dots |Eb
XX| are larger in number, with values ranging

between sub-10 meV to over 40 meV [201]. For a-plane InGaN dots in particular, one

report identified a biexciton with a binding energy of -36 meV in PL [64] and in this

work 3 biexcitons were found in EL with binding energies ranging between -3.2 meV

and 2.9 meV, see subsection 4.3.1.

In contrast to this, the energy spacing between the exciton ground state and the first

excited state of an InGaN quantum dot is typically larger. Unpublished results obtained

from Saroj Patra and Stefan Schulz from Tyndall National Institute in Cork, Ireland,

as part of k · p simulations on the influence of the dot shape on exciton binding en-

ergies [122] yielded energy spacings between 30 meV and 35 meV for an In0.2Ga0.8N

dot with a 30 nm wide base in one dimension and different base ellipticity. For smaller

dots this energy separation will increase, as can be qualitatively understood from the

particle-in-a-box model. This fits with the result of a tight binding calculation of a polar

In0.2Ga0.8N pyramidal dot of a diameter of 8.6 nm and a height of 2.1 nm, yielding a

value of 122 meV for the separation of the ground and first excited electron state [202].

The energy spacing between the hole states is negligible. Furthermore, regarding the

shift amount, investigations of shallow QD-like traps in a GaAs/GaAlAs QW found that
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Spectrum Number Line wavelength ∆Ei0 Shift magnitude
(nm) (meV) (meV)

2 512.6 115 0.47
529.6 38 0.44
538.3 0.21

8 515.3 65 0.28
529.5 0.13
518.6 22 0.28
523.5 0.45

10 529.6 6 0.35
530.9 0.18

12 518.2 67 1.39
527.6 24 1.34
533.1 1.31

15 491.9 47 0.15
501.3 0.74
505.3 74 0.29
521.1 0.27

Table 5.1: Lines showing similar shift dependency. ∆Ei0 = Ei−E0 denotes the energy
spacing between the lowest energy state E0 and higher states Ei.

higher excited states shifted by a larger amount than the ground state, as they are more

extended and therefore the electron and hole are more easily separated [169].

The energy spacings between the lines that exhibited a similar energy shift under

the influence of a lateral electric field here obtained are summarised in Table 5.1. In

the third column, the difference ∆Ei0 between the lowest energy line E0 and the higher

energy lines Ei has been calculated. For the lowest energy spacing ∆E10, the measured

values range between 6 meV and 74 meV. The smaller values may be due to multi-

excitonic complexes. Those larger than 40 meV are more likely to belong to excited

states. Most show a similarly large, if not larger shift than the lowest energy line, which

could be another indication of excited states. But as similar shifts were only noticed

during the detailed analysis after the experiment, no verification of this assignment could

be done. In the future, one may identify lines originating from the same dot by showing

a similar shift pattern in slow-time scale spectral diffusion measurements [203, 204],

investigate the power and polarisation dependence of the lines to identify biexcitons
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and trions [205] and probe excited states through photoluminescence excitation [206].

5.9 Conclusion and improvement ideas

In this chapter, the application of a lateral electric field across single InGaN quantum

dots grown on the a-plane was demonstrated, using two L-shaped opposing Schottky

contacts aligned to the crystal directions [m] and [c].

A single QD line was observed to show a systematic linewidth increase with an in-

creasing bias. A simple semi-classical model based on rapid tunnelling of electrons

yielded a minimum lateral dot size of 6(1) nm and a minimum lateral confinement po-

tential of 28(3)meV, agreeing with previous temperature dependence studies of similar

dots. The same QD line showed a parabolic shift to lower energy, with an in-built dipole

that was small compared to c-plane QDs, as expected. To show that this shift to lower

energy was not merely due to heating, thermometry measurements based on Ruby lines

were conducted, showing that the leakage current of the device heated the whole sample

evenly. Along with the observation that other dot lines shifted to higher energy under

the influence of an applied bias, this proved that the electric field was the source of the

shifts.

A systematic study was attempted, investigating all lines with a certain minimum

brightness and a maximum linewidth. Upon the application of a field, lines responded

in general by shifting in energy. No systematic linewidth changes were observed. Apart

from noise, two main shift behaviours were identified. The first featured a parabolic

dependence of the energy shifts on the applied field observed for 10% of the dots in each

arm. This is the well-known influence of the QCSE. The extracted polarisability ranged

between 20 meV/(MV/cm)2 and 200 meV/(MV/cm)2, where the vertical polarisability

of c-plane dots fits into the lower range. The values of the dipole moments ranged

between -0.45 eÅ and 0.32 eÅ, which is small compared to the vertical component of

c-plane grown InGaN QDs. This was expected, as the dot area exposed to the polar
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c-direction is much smaller. The more surprising fact of different signs of the dipoles

is likely due to the peculiar situation of non-polar InGaN dots, with the second order

piezo-electricity being opposed to the first order and of similar magnitude. One or the

other may be enhanced for different dot shapes, sizes and indium contents. A mean

absolute in-built field of 10(4) kV/cm has been deduced, which presents a reduction by

approximately two orders of magnitude compared to the vertical field in polar InGaN

dots. A second group of emission lines did not show parabolic shifts. This was observed

for 62% of the lines found in the arm where the field is parallel to the c-direction, and

for 80% of the lines in the other arm. Possible reasons for this behaviour were discussed

and point towards a locally malfunctioning device.

Coincidentally, it was observed that a few lines in the same spectrum showed very

similar shifts behaviours, which were attributed to the same QD. Their energy spacing

ranged between 6 meV and 115 meV. This might indicate multi-excitonic complexes for

small energies and excited states for larger energies. In the future, this hypothesis should

be investigated through similarity in spectral diffusion patterns, power and polarisation

dependence measurements and excitation photoluminescence measurements.

In general, it would be desirable to improve the electrical properties through better

fabrication methods. For example, it has been shown that a thicker Ni layer of 300 nm

reduces the leakage of opposing Schottky contacts [207]. Rapid thermal annealing at

an appropriate temperature could also help at this point [207]. It could be useful to

establish additional Ohmic contacts to either side of the device to characterise each of

the single Schottky contacts in detail.
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6 Decreased fast spectral diffusion

of non-polar InGaN quantum

dots

6.1 Introduction

Nitride dots have been shown to emit single photons at much higher temperatures than

arsenide dots, even up to 350 K [54]. However, after decades of research the main

advantage of arsenide dots is more mature fabrication, paving the way to bright and,

of particular importance, indistinguishable sources of single photons. Single quanta

of light that are identical in all defining properties, such as polarisation, wavelength,

temporal wavepackets, are needed for quantum computing applications [208–210], and

could be useful for quantum cryptography applications [5, 211] beyond the protocol

BB84 [2].

For nitride QDs to catch up in this regard, a significant reduction of the amount of

spectral diffusion is a necessary requirement. This previously mentioned phenomenon

occurs when carriers close to a dot are trapped and untrapped, creating a temporarily

varying local electric field. This field interacts with an exciton in a QD and causes

its emission energy to change due to the QCSE. There are two timescales when this

happens: around a few seconds, and on a much faster scale [100]. The latter causes
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an inhomogeneous linewidth broadening because spectrometer acquisition times are

limited by the CCD detector speed to a minimum of a few milliseconds. Commonly,

linewidths of nitride dots are often observed to be in the meV range [54, 100, 212].

Reports of linewidths well below 1 meV are rare [63, 131, 213], down to a minimum

of approximately 170 µeV [62]. This is still at least a factor of 100 larger than the

minimum linewidth, limited by the typical lifetime of a few ns and below [214]. One

reason for this can be found in the large defect densities of nitride materials, particu-

larly of threading dislocations (108 cm−2 for low density samples grown via MOCVD)

as compared to arsenide materials (which are almost defect free within relevant ar-

eas) [94, 100, 102, 215]. Growth of GaN on the non-polar a-plane is known to result in

even larger a-plane dislocation densities of 1010 cm−2 to 109 cm−2 [96, 216], although,

locally, low values of 106 cm−2 can be achieved through the ELOG technique (compare

with subsection 3.1.1). Another important factor is the large piezo-electric and sponta-

neous polarisation difference between nitride materials along the c-direction, resulting

in large in-built dipole moments of polar nitride dots. These then interact strongly with

nearby carriers. For example in the case of GaN/AlN dots, this is a particularly strong

effect, resulting in significantly broader linewidths for lower emission energy dots. This

observation has been matched with calculations which show that lower emission energy

dots feature a larger height, thus exhibiting a larger dipole moment [217].

Several experimental methods have been employed to characterise spectral diffusion

of emission lines at times shorter than a few milliseconds. A spectral hole burning tech-

nique allowed the acquisition of spectra through pump modulation and lock-in detec-

tion, down to 500 ns [218]. Photon-correlation Fourier spectroscopy uses intensity cor-

relations at the outputs of a Michelson interferometer [219]. Spectral diffusion causes

complementary changes in the fringes at the outputs. Its time resolution is theoreti-

cally only limited by the correlation system, usually in particular the detectors, to a few

hundred picoseconds. However in practice, the requirement of interferometric stability

limited a measurement on CdSe/ZnS nanocrystals to a resolution of 20 µs [220]. In con-
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6.1 Introduction

trast to this, intensity correlation measurements with an HBT setup in combination with

a spectrally narrow resonant excitation are more robust, yielding an account of spectral

diffusion due to the shifting of the emitter absorption line in and out of resonance with

the laser [221].

Many semiconductor dots, with the exception of arsenide ones, still rely on non-

resonant excitation. To apply the non-interferometric intensity correlation technique

in this case, spectral filtering of the emission can be used. Filtering out a part of an

emission line broadened by spectral diffusion is conceptually the same as resonant exci-

tation in regard to the effect that spectral diffusion has on a measurement of the second

order correlation function: When the dot line jitters out of the detection window (off the

laser excitation wavelength), it does not contribute to the measurement. For a certain

timespan, the electric environment of the dot does not change such that the line fully

contributes to the measurement. However, on a longer timescale, the environment fluc-

tuates such that the line jumps randomly in and out of the measurement window (the

laser excitation line). This leads to a bunching in an autocorrelation measurement, as

demonstrated by the first report studying spectral diffusion with this technique, using

a CdSe/ZnSe dot in a nanowire [222]. The same timescale can be found in a cross-

correlation HBT measurement, selecting the two halves of the inhomogeneously broad-

ened emission line. Since the line stays within one half for a certain time, an antibunch-

ing can be found (in addition to the single-photon induced antibunching at zero delay).

Due to the randomness of the line jumps, the spectral filter width does not influence the

measured timescale of the bunching or antibunching, but only its strength - as long as

the filter window does not comprise the full inhomogeneously broadened emission line.

In the domain of nitride QDs, two reports determined the rate of spectral diffusion of

one dot each. Both were grown on the polar plane. An autocorrelation measurement on

an interface GaN/AlGaN dot yielded a maximum spectral diffusion time of 22 ns [155].

The excitation power density was around 10 kW/cm2. A spectral diffusion measurement

on an InGaN/GaN dot in a DBR cavity yielded a longer maximum time of 340 ns, in
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6.2 Sample and setup

spite of a higher excitation density of a few hundreds W/cm2 [156]. This has been

attributed to deeper traps in the underlying QW. Both experiments demonstrated a linear

increasing trend of the spectral diffusion rate with increasing excitation power1.

The aim of this chapter is to clarify whether spectral diffusion times of non-polar In-

GaN/GaN dots are longer, as one might anticipate due to the reduced permanent dipoles

(compare with subsection 5.7.1), or shorter, as one might expect as a result of increased

dislocation densities as compared to polar InGaN QDs.

6.2 Sample and setup

The dots of the sample used for this study were grown with the MDE technique (see

subsection 3.1.1). The QD layer was embedded in the unintentionally doped region of

a p-i-n structure. The dopant details are summarised in section 8.1. The sample was

etched into randomly located nanopillars for enhanced light extraction by John Jarman

in Cambridge. The pillar diameters measured approximately 180 nm. An example scan-

ning electron microscope image can be seen in Figure 3.1(b). The setup used was the

more stable, second configuration shown in Figure 3.2(b). All experiments were car-

ried out at 4.5 K. The dots were excited non-resonantly via the InGaN QW with a CW

405 nm laser diode. A 100× objective with an NA = 0.7 was used. Since the dots were

not embedded in a cavity, the intensity of the dots was comparatively low. Brightness

was a critical factor for this experiment, since the measurement time of the second order

correlation function depends quadratically on it, and only half of a dot’s linewidth (and

therefore half of its intensity) contributed to the experiments described here. Thus, to

identify bright dots, the 4f-scanning system was used, along with the dot finding code

described in subsection 3.2.4. An example can be seen in Figure 6.1. Once the bright

dots were identified, excitation power dependence measurements of the dot intensity and

1Another, earlier publication gave a rough estimate of the spectral diffusion time of approximately
25 ns of a GaN/AlN dot as a by-product of a cross-correlation measurement of an exciton and an
unconventional biexciton [223].
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Figure 6.1: Example scan with the 4f-scanning system. The defect emission is inte-
grated between 480 nm and 565 nm, shown in the blue-black scale. On top,
the position of the most intense dots found with the automatic fitting option
is shown. Their integrated intensity is colour-coded, too. The dot studied
in the following sections is the brightest one, marked in white in the bottom
left corner. The shear calibration factor is not included as absolute positions
are not important.

linewidth were conducted using the third diffraction order of a fine 1200 l/mm, 500 nm

blaze grating to increase the spectral resolution. This was only possible because of the

comparatively high dot brightness and the existence of another 1200 l/mm grating in the

same spectrometer with a blaze for 1000 nm, which boosted the intensity compared to

the 500 nm blaze. The use of the 4f-scanning system included automatically confocal

collection, favourably reducing background emission for second order correlation func-

tion measurements. For these, the spectrometer served as a filter with variable width,

with the first diffraction order of the fine 1200 l/mm grating. The HBT setup, described

in detail in subsection 3.2.6, was positioned behind the output slit of the spectrometer.
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6.3 Properties of the studied quantum dot

The slit was imaged onto the HBT PMTs via a biconvex lens with a focal length of

25 mm. It was aligned together with the beamsplitter of the HBT setup, without the

PMTs, with the help of a laser routed through the multimode fibre going into the spec-

trometer. The TCSPC card used was a TimeHarp260 (sold by the company PicoQuant).

The exponential decay time of the instrument response function of the HBT setup was

determined with an approximately 100 fs, 425 nm laser to be R = 116(1)ps. A Labview

program enabled automatic optimisation of a dot’s intensity after a set amount of time

by moving the x- and y-piezo positioners.

6.3 Properties of the studied quantum dot

In regard to fast spectral diffusion, a detailed study of one quantum dot grown on the

a-plane is presented. It was found by means of a map obtained with the 4f-scanning

system. In Figure 6.1, the brightest dots of the scan are shown on a background of

the defect emission integrated between 480 nm and 565 nm. It can be seen that the

defect emission varies spatially in bands. This is due to the ELOG template used for the

growth. A cathodoluminescence study on an a-plane ELOG GaN sample attributed the

dark regions to positions where no mask was present [224] (compare the ELOG method

described in section 3.1). It can therefore be concluded that the majority of bright QDs

can be found on material with a higher dislocation density, but likely a lower point

defect and impurity density [224]. The white marked QD in the bottom left corner was

chosen because of its high brightness to carry out the spectral diffusion experiments.

First, however, its basic properties are identified. Its spectrum is shown in Fig-

ure 6.2(a) measured with a fine 1200 l/mm grating in first and third diffraction order.

The latter data was fitted with a Gaussian. The dot linewidth thus obtained2 was ap-

proximately 320 µeV at an excitation power of 10 kW/cm2, lying above the spectral

resolution of 260 µeV. For a non-polar InGaN dot, this is one of the smallest values

2In the following, quantitative values referring to a linewidth will always use the FWHM as metric.
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Figure 6.2: (a) Spectra recorded with the first and third diffraction order of the spectrom-
eter of QD1. The third order spectrum is rescaled to the integrated intensity
of the first order one. Excitation power density 10 kW/cm2, integration time
3 s. (b) Slow timescale spectral diffusion over 5 min. Third diffraction or-
der, excitation power density 10 kW/cm2. On the right side, the fitted peak
position is shown in white. The fit uncertainty of the energy lies on the order
of 1 µeV.

measured, though it is still more than two orders of magnitude larger than the lifetime-

limited width. In Figure 6.2(b), a sequence of 100 spectra, acquired over 5 minutes,

is shown. In the colour-coded intensity profile, no variation of the peak energy can be

discerned. The peak energy was extracted with a Gaussian fit for each spectrum. This

is shown as a white line on the right hand side. It varied by only approximately 20 µeV

over 5 min, which is very stable for a nitride QD.

In Figure 6.3(a-c) the power dependence of QD1 is shown. The measurements were

carried out with the third diffraction order of the 1200 l/mm grating with a blaze of

1000 nm, and an integration time of 20 s, whilst monitoring the excitation power. In

panel (a), the intensity dependence for CW excitation is shown. The equivalent first

diffraction order intensity is given, established through two calibration measurements at

both diffraction orders at the same power and integration time. To make it comparable

to other setups, the intensity is given in number of photons per second detected by the
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Figure 6.3: Excitation power dependence and lifetime measurement of QD1. The third
order diffraction of the 1200 l/mm, 1000 nm blaze grating was used. (a,b)
Intensity dependence under CW and pulsed excitation. The equivalent first
diffraction order intensity is given. (c) Linewidth dependence for both ex-
citation types. (d) Lifetime measurement at an average excitation power of
8 kW/cm2. The prepulse is due to a reflection in the sync cable. The fit is
detailed in the main text.

CCD3, instead of counts/s. A fit of the shape [225]

I = Isat,CW ·
P

P+Psat,CW
(6.1)

yielded a saturation intensity of Isat,CW = 740(30)× 103 photons/s and a saturation

3For different settings of the CCD used here, the equivalent of 1 count can vary between 2.6 and 16
electrons.
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6.3 Properties of the studied quantum dot

power density of Psat,CW = 30(3) kW/cm2. The latter value is at least one order of

magnitude larger than typical excitation power densities used for the spectral diffusion

measurement on a polar InGaN QD [156]. On the one hand, this might be due to an

increased density of dislocations, which provides alternative recombination pathways

to carriers. On the other hand, this report used a cavity, such that a lower power density

might have been needed to excite dots. Along with the setup efficiency of approximately

1%, the saturation intensity can be used to estimate the outcoupling efficiency, giving

an approximate value of 3%4. This is plausible for a dot surrounded by high refractive

index material without a cavity, but with the modest enhancement through the etched

pillar.

In Figure 6.3(b), the intensity dependence for pulsed excitation with a frequency-

doubled 80 MHz Titanium-Sapphire laser, tuned to the same wavelength of 405 nm as

the CW laser diode, is shown. The pulse duration was approximately 100 fs. A fit with

the following equation [48, 190, 226]

I = Isat,puls ·
(

1− e−P/Psat,puls

)
(6.2)

yielded a saturation intensity of Isat,puls = 1030(6)photons/s and an average saturation

power density of Psat,puls = 1.04(2)kW/cm2. As expected, the saturation average power

is lower than in the case of continuous excitation. The ratio of the saturation intensity

for CW and pulsed excitation Isat,CW/Isat,puls = 720 should reflect the ratio of the inverse

of the lifetime and the repetition rate of the laser. However, this ratio equates only to

approximately 30, and points to a reduced excitation efficiency of the dot for pulsed

excitation. This agrees with the increased level of the QW background under pulsed

excitation (not shown). To pin down the cause of this behaviour, and a strategy to

mitigate it, further studies would be needed.

4Estimate: Maximum saturation intensity 7.4×105 photon/s divided by the setup efficiency of 0.01 and
multiplied by the approximate lifetime of 4×10−10 s.
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6.3 Properties of the studied quantum dot

In Figure 6.3(c), the dependence of the dot linewidth on the (average) excitation

power density for both CW and pulsed excitation is shown. One can see a rising,

linear trend with increasing power, starting from approximately 300 µeV. Under very

high pulsed excitation not obtained with continuous excitation, however, the linewidth

increases sublinearly. The increase of the FWHM with increasing power is the first

indication of an increase in the strength of fast timescale spectral diffusion, when the

more carriers are excited. The linewidth values are approximately the same for both

excitation types in terms of the saturation power density.

In panel (d), the lifetime of QD1 is shown. It was measured with one of the PMTs of

the HBT setup at an excitation power of 8 kW/cm2. Its IRF is approximately Gaussian

with a width of FWHM = 210ps. The data was fitted with a convolution of a mono-

exponential decay and a Gaussian IRF. Additionally, a pulse replica was included with

the same IRF width and QD decay time to account for a reflection in the electrical cable

coming from the laser clock diode. The fit yielded a lifetime of τ = 413(3) ps, which lies

in the range of previously observed lifetimes of InGaN dots grown on the a-plane [145].

To be sure that the emission line was indeed emitting single photons, the second order

correlation function was measured with the HBT setup described in the setup chapter.

The HBT setup was installed at the output slit of the spectrometer in order to be able to

use the spectrometer as a filter with a sharp cut-off. In this case, an output slit width of

7 CCD pixels was chosen in order to include the full dot line, which had a FWHM of

approximately 2.5 CCD pixels when using the 1200 l/mm grating. In Figure 6.4(a), the

second order correlation function of QD1 for an excitation power density of 2.9 kW/cm2

and a bin width of 25 ps is shown. It was obtained from the raw measurement done

in the start-stop-mode by normalisation to the coincidence level at long delay times

(|τ|> 3 ns). It features a dip at zero delay time down to g2(0) = 0.6. As the QD lifetime

is relatively short and, along with the pump rate, contributes to a shorter HBT rise time

(compare with Equation (4.4)), the latter may be comparable to the HBT IRF. It has

been measured at the dot wavelength, shown in the inset of Figure 6.4(b). The IRF is
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Figure 6.4: Single photon emission of QD1. (a) Second order correlation function in-
cluding the full dot linewidth, measured at 2.9 kW/cm2. The QW back-
ground emission decreased the dot-to-signal ratio to ρ = 0.88, leading to an
offset of 1−ρ2. The fit is the IRF corrected g2

IRFcorr(τ) (Equation (4.3)). (b)
Same measurement on a larger delay timescale. A decrease of the counts
with increasing delay time is visible, starting at zero measurement delay
time. This is due to the pile-up effect. The inset shows the HBT IRF on a
logarithmic scale, fitted with an exponential decay function (Equation (4.4)).

well described by an exponential decay, apart from the low intensity side wings, yield-

ing R = 116(1)ps (compare with Equation (4.4)). Fitting the second order correlation

function with the IRF-corrected Equation (4.5) yields a value of g2(0)IRFcorr = 0.33(4).

In addition to the IRF, the QW background emission also has an influence on the above

figure of merit. In this case, the ratio of the quantum dot to the total signal within the

window of 7 CCD pixels is ρ = 0.88(4), estimated from the offset of a Gauss fit to the

QD line. To correct for the influence of background light, one can apply the commonly

used formula [61, 137, 227]

1−g2
raw(0)

1−g2
BGcorr(0)

= ρ
2, (6.3)

yielding a background and IRF corrected value of g2
IRF,BRcorr = 0.13(13). The uncer-

tainty interval was obtained by using Equation (6.3) with combinations of the value plus

or minus the uncertainty on the input parameters g2
IRFcorr and ρ . It is clear therefore that

the dot emitted single photons as the corrected g2(0) value is well below the threshold
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6.4 Fast timescale spectral diffusion

of 0.5, which would be obtained by a Fock state n = 2.

6.4 Fast timescale spectral diffusion

Having evaluated the basic dot properties, we can come to the actual experiment we

want to perform. It is very similar to the measurement of the second order correlation

function previously discussed. The only change consists in restricting the filter window

of the spectrometer to a part of the dot linewidth. First, however, there is a technical

challenge which needs to be addressed.

6.4.1 Pile-up effect

The challenge can already be seen when contemplating the zoomed out HBT trace

shown in Figure 6.4(b): the level of coincidence counts is not constant for long de-

lay times, it decreases. When fitting an exponential bunching decay alongside this slow

decrease, this is problematic. To make matters worse, the spectral diffusion time con-

stant of this particular dot appears to be on the order of a few hundred nanoseconds.

This makes it even more difficult to distinguish between the decaying background and

the bunching originating from the spectral diffusion.

To understand the origin of this slow decay in the HBT trace, the dependence of it on

the count rate was investigated. The count rate was changed solely by changing the out-

put slit width, and the input light was mainly originating from a QW. As can be seen in

Figure 6.5(a) on a semi-logarithmic scale, the decay is mono-exponential in nature. Its

decay time is shorter for a higher input count rate on the PMTs, whilst the coincidence

level at zero delay time naturally increases. This is quantified by fitting single exponen-

tials to each data set. The relationship between the decay time T and the amplitude A of

the exponential, meaning the level of coincidence counts at zero delay time divided by

bin width and measurement time, is shown in Figure 6.5(b). On a double-logarithmic
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Figure 6.5: Study of the pile-up effect with increasing count rate. (a) A few data sets
with mono-exponential fits. (b) Relation between exponential decay ampli-
tude and decay time for a bin width of 0.8 ns. The red line is linear fit on
the double-logarithmic scale, the parameters are given in the main text. The
red shaded area marks the uncertainty range. The blue data points, shown
magnified in the inset, are the results of a variation of the bin width (0.05,
0.1, 0.2, 0.4, 1.6 ns). The marker diameter is proportional to the logarithm
of the bin width.

scale, the points clearly follow a linear relation, yielding the following parameters.

T =
24.8(5)µs
A0.511(9)

(
109counts

s2

)0.511(9)

(6.4)

Before this experiment, the dependence of the decay time on the bin width was tested.

For a bin width between 0.05 ns and 1.6 ns, a mono-exponential decay was found,

whereas for a bin width of 6.4 ns a biexponential decay was observed. For this rea-

son, the bin width was set to 0.8 ns for the previous measurement of the count rate

dependence. The mono-exponential data points are shown in detail in the inset of Fig-

ure 6.5(b). Within the uncertainty of the fit, they are consistent with the data set for

different count rates. The conclusion from the relationship between decay time and am-

plitude is that the effect is due to classic pile-up [108]. In the classic HBT start-stop

mode, the arrival of photons after the stop signal in the same channel will be neglected

in the sense that it will not contribute to the histogram at a longer time delay. It is for
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this reason that the count rate drops at longer delay times. It also explains why the de-

cay time decreases as the count rate on the PMTs increases: the more photons there are

on average, the more likely it is that one will take the path to the stopping PMT. The

electronic origin of the effect will also become clear in spectral diffusion HBT mea-

surements with narrower time bins, showing that the pile-up decay does not start at zero

delay time but zero measurement delay time.

It was only after the experiments that I realised the pile-up effect could be circum-

vented by the use of a so-called time-tagging mode, where the arrival times of the pho-

tons are recorded, and the second order correlation function is calculated from this list

post measurement. This is possible due to a short deadtime of detector and a short

processing time of an appropriate TCSPC card. However, the results presented below

are similar to those measured with the time-tagged mode, as will be demonstrated in

subsection 6.4.3.

An example measurement is shown in Figure 6.6(a). It used the higher energy half

of the dot linewidth at a relatively high excitation power of 18.2 kW/cm2 = 0.64 ·Psat.

The time bin was set to 50 ps, in order to be able to cover an interval of 1.6 µs, as the

maximum number of bins is limited to 32768. To obtain a reasonable signal-to-noise

ratio, the data was rebinned post measurement with a bin size of 1 ns. Three features

can be seen: an antibunching dip at zero delay time, which is due to the single-photon

nature of the QD emission, a bunching peak around zero time delay, which is caused

by spectral diffusion, and an apparently linear coincidence count decay for longer delay

times, which is due to the aforementioned pile-up effect. The zero delay time is not

in the middle because the maximum electronic delay of both channels combined only

amounts to 200 ns. A longer delaying cable would have considerably decreased the

count rates.

In order to extract the spectral diffusion bunching time, the pile-up decay time needs

to be estimated first. One way to do this is to determine the coincidence count rate at
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zero measurement delay time5 divided by the bin width, and then use this value as input

for the pile-up calibration Equation (6.4). However, the coincidence count rate at zero

measurement time can only be obtained with a high degree of uncertainty due to noise

in the measurement and also a potentially non-negligible influence of the bunching.

Therefore integration is used, as this is a more robust method. Summing all the counts

over the whole delay time interval yields on the one hand a certain number of counts C∗.

On the other hand, the analytical integration - assuming that the sum of bunching counts

are negligible in comparison to the summed pile-up decay counts - yields an equation

depending on both the normalised decay amplitude A and the pile-up decay time T :

C∗ =
∫

τ ′max

0
A · tmeas · e−τ ′/T dτ

′ = A ·T · tmeas

(
1− e−τ ′max/T

)
, (6.5)

with the HBT measurement time tmeas and the maximum measurement delay time τ ′max.

In a second step, A is replaced using the pile-up calibration Equation (6.4). The resulting

non-linear equation is then solved numerically in order to determine the pile-up decay

time T . It is numerically verified that the function T (C∗) is monotonically decreasing

for increasing C∗, such that small deviations in the total number of counts do not pro-

duce totally different results. In the example case shown in Figure 6.6(a), T = 30(1)µs

is obtained. Its uncertainty is obtained by solving Equation (6.5) with all combina-

tions of the pile-up calibration parameters plus or minus their uncertainty and taking the

maximum and minimum value.

We are now in a position to extract the bunching time by fitting the HBT trace, ex-

cluding the few anti-bunching data points, with the following equation

C(τ) = D · e−(τ+τ ′0)/T ·
(

B · e−|τ|/TSD +1
)

(6.6)

5Here the distinction between measurement delay time τ ′ and delay time τ is made because the pile-up
effect starts to take effect at the first measurement bin, which does not necessarily correspond to zero
time delay.
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Figure 6.6: Spectral diffusion traces rebinned to a bin width of 1 ns. (a) HBT trace of
QD1 for a wavelength selection of half the dot’s linewidth at an excitation
power density of 18.2 kW/cm2. The fit is described by Equation (6.6), ex-
cluding the antibunching data points. (b) HBT traces for a wavelength selec-
tion of half the dot’s linewidth at two different excitation powers, corrected
for the pile-up decay. The fits are described by Equation (6.7).

with the proportionality constant D, the bunching amplitude B, the offset of the mea-

surement time delay from zero time delay τ ′0 and the spectral diffusion time TSD. The

term in the brackets accounts for the bunching due to the spectral diffusion, and the

prefactor accounts for the pile-up effect. In case of an infinitely low count rate, the

decay time T goes to infinity, such that the prefactor tends to 1, retrieving an overall

functional expression commonly used in previous reports [155, 156]. The method to

obtain the uncertainty of the spectral diffusion time and the bunching amplitude is ex-

plained exemplarily for the latter: the data is also fitted with the values T±δT , providing

slightly different values B(T + δT ) and B(T − δT ). The mean deviation ∆B from B is

taken ∆B = [B(T + δT )−B(T − δT )]/2. This uncertainty is then added together with
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6.4 Fast timescale spectral diffusion

the uncertainty of the original fit δB to obtain δB,total =
√

∆2
B +δ 2

B .

The HBT trace can then be corrected for the pile-up decay, normalised to obtain a

value of 1 for long delay times and fitted with the following equation.

g2(τ) = B · e−τ/TSD +1 (6.7)

This is shown for the above mentioned example in Figure 6.6(b).

6.4.2 Power dependence of the fast spectral diffusion time of

QD1

Similarly, an HBT trace at a much lower excitation power density of P = 0.11 ·Psat with

the same wavelength window selected was taken. The trace, corrected for the pile-up

effect, is also shown in Figure 6.6(b). It can be seen that the spectral diffusion time

is increased. This is expected, as a reduced excitation power results in a decrease in

the number of carriers that could interact with the QD. To underline this explanation,

more HBT traces were taken at different excitation powers for a spectral window of half

the QD’s linewidth. All the traces were corrected for the pile-up effect and fitted as

previously described, extracting the spectral diffusion time. This data set is presented

in Figure 6.7(a). It can be seen that the spectral diffusion time does indeed increase

with decreasing excitation power. The trend can be more easily seen for the spectral

diffusion rate, the inverse of the spectral diffusion time, shown on the right vertical

scale: the trend is linear as previously motivated. The longest spectral diffusion time

of 860(160) ns achieved is longer than for previous reports on nitrides dots by at least a

factor of approximately 2.5 [156].

In Figure 6.7(b), the excitation power dependence of the bunching amplitude is shown.

As explained in section 6.1, only the bunching strength and not the spectral diffusion

time is dependent on the width of the spectral window. This parameter was kept con-
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Figure 6.7: (a) Excitation power density dependence of the spectral diffusion time (left
scale) and the spectral diffusion rate (right scale). (b) Excitation power de-
pendence of the spectral diffusion bunching strength. All data points but the
pink one are measured for a spectral HBT window width of half the dot’s
linewidth.

stant throughout the experiment at the width of 3.5 CCD pixel, with the exception of

one data point at the second highest excitation power, which was measured with a spec-

tral window corresponding to 1.5 CCD pixel, which is approximately a quarter of the

dot’s linewidth. Nevertheless, for the remainder of the data points measured with the

same spectrometer output slit width, a decrease of the bunching amplitude with increas-

ing power can be seen. This might be due to the fact that with increased excitation

power, the spectral diffusion rate not only increases on a fast timescale but also on

a much slower timescale of hours. If the inhomogeneously broadened dot line drifts
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into the spectral HBT window, such that the centre part of the line is symmetrically

included, the proportion of the QD emission being measured will increase, so reducing

the bunching amplitude. Conversely, if the centre of the dot line drifts away from the

spectral HBT window, a smaller part of the dot is selected. At the same time, a larger

proportion of the light detected by the HBT setup would originate from QW, thus also

reducing the bunching. However, narrowing the spectral HBT window has the effect of

increasing the bunching amplitude, as can be seen in Figure 6.7 for the two data points

at the highest excitation power.

6.4.3 More QD examples

The potential landscape and defect distribution surrounding a QD varies from dot to

dot. To ensure that the behaviour of the dot presented in the previous subsection is not

an exceptional case, the spectral diffusion time of more QDs has been determined. Al-

though no maps for them were saved, given the distribution in Figure 6.1, it is likely

that these dots also lie in the window region of the ELOG sample, where no mask is

present, and the threading dislocation density is high. For all the QDs, first an HBT

with a wide spectral selection window was taken, comprising the total QD linewidth,

to verify that no bunching occurs due to other sources, such as random charging and

uncharging of the dot [52, 228], or degenerate biexciton-exciton emission [229]. Next,

the spectral width of the HBT was narrowed down to half a dot’s linewidth. The re-

sulting trace was corrected for the pile-up effect and fitted with Equation (6.7). Two

extreme examples are shown in Figure 6.8. The measurement on QD3, emitting at

438 nm, yields the shortest spectral diffusion time of 70(5) ns for an excitation power of

P = 12.7kW/cm2= 0.2 ·Psat; whereas QD2, emitting at 424 nm, yields the longest spec-

tral diffusion time of 1170(50) ns for an excitation power of P = 7.4kW/cm2 = 0.07 ·Psat.

This is 3.5 times longer than any previously measured spectral diffusion time of a nitride

dot, particularly that of a polar InGaN dot [156]. This shows that non-polar InGaN QDs
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Figure 6.8: Second order correlation function of two other dots QD2 and QD3 at an

excitation power density of P = 7.4kW/cm2 and P = 12.7kW/cm2, respec-
tively. The fits are described by Equation (6.7), yielding spectral diffusion
times of 1170(50) ns and 70(5) ns.

grown on the a-plane exhibit similar and in some cases longer spectral diffusion times

than polar InGaN dots, despite a higher threading dislocation density in the former case.

Moreover, since the lifetimes of non-polar InGaN QDs are on average at least a factor

of two shorter than those of polar InGaN dots, the important ratio of spectral diffusion

time to lifetime is favourably larger for the non-polar dots.

6.4.4 Comparison of a spectral diffusion measurement in

start-stop and in time-tagged mode

The disadvantage of the pile-up effect can be mitigated by using a TCSPC card sup-

porting the so-called time-tagged mode, in which a list of all the photons detected in

the different channels is recorded. Post-measurement analysis can then be performed

to retrieve the second order correlation function without a pile-up effect. One hurdle

to overcome to use this method lies in the enormous size of the data files, which is

naturally much larger than simple HBT measurement traces. For the analysis, a Python-

coded program6 was used, which interlinks with C-libraries to speed up the calculation.

6Available freely on github https://github.com/QuantumPhotonicsLab/readPTU
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Figure 6.9: (a) Uncorrected start-stop HBT trace on QD4. The fit is a biexponential ver-
sion of Equation (6.6) with the parameters described in the main text. (b)
Comparison of the pile-up corrected and normalised second order correla-
tion function measured in the start-stop mode to the time-tagged measure-
ment of the same QD4. The former trace is shifted upwards by 0.03. The fits
are a biexponential version of Equation (6.7) with the parameters described
in the main text.

It was written by Raphaël Proux, formerly a member of Professor Brian Gerardot’s

group at the Heriot-Watt-University, Edinburgh, United Kingdom [230].

A comparison measurement was made on another QD4, emitting at 443 nm. To en-

sure good comparability, the measurement mode was changed every hour and the cycle

repeated 4 times. The traces were then added together for each mode. The uncorrected

start-stop trace is shown in Figure 6.9(a). From the time-tagged measurement in panel

(b), it becomes evident that the bunching decay is biexponential in this case. This un-

typical behaviour might be caused by two different trap populations. It is not caused

by charging events, as an HBT on the full line showed no bunching. An appropriate

adaptation of Equation (6.6) yields a good fit to the uncorrected start-stop trace. In

panel (b), it is corrected for the pile-up effect and normalised. Fitting both traces with
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Equation (6.7) adapted for the biexponential bunching decay yields TSD1 = 11(2)ns and

TSD2 = 216(12)ns for the start-stop mode, and TSD1 = 12(2)ns and TSD2 = 271(14)ns

for the time-tagged mode. The short component spectral diffusion decay times are the

same within their margins of uncertainty. For the longer components, the time-tagged

decay time is 25% longer than the start-stop decay time. It was expected that the former

is longer than the latter, as the integration method used to determine the pile-up decay

time from the data neglects the excess bunching counts. This leads to an increased num-

ber of counts C∗, and in turn to a decreased pile-up time T ′ and results in a decreased

bunching time T ′SD. However, the size of the difference T ′SD− TSD is surprising. A

calculation was carried out by assuming the bunching parameters measured in the time-

tagged mode as a good guess of the true values, and simulating the pileup decay with a

time constant similar to the one observed in the start-stop measurement. The previously

explained nonlinear equation solving and fitting procedure was then used to determine

the start-stop parameters and compare them to the initial ones of the time-tagged mode.

This revealed that the impact of the slightly shorter pile-up decay time on the fitting of

a biexponential bunching, with the same decay times and amplitudes as obtained above

for the time-tagged mode, is a decrease of the decay times of 1.7%. This is negligible

in comparison to the reduction of 25% observed in the experiment.

However, this calculation did not take into account the presence of noise, both on

top of the trace obtained in start-stop mode and the time-tagged mode. Rerunning the

comparison calculation with a typical 1% Gauss-distributed noise on top of the signal of

both the time-tagged and the start-stop mode data for 1000 noise configurations painted

a different picture. The same noise configuration was used for both modes. The results

for the longer spectral diffusion time TSD2 are given in Figure 6.10. The results of the

shorter spectral diffusion time TSD1 are similar. In panel (a) the comparison between

the spectral diffusion times of both modes are shown for identical noise configurations

and for randomly different noise configurations. It can be seen that there is a strong cor-

relation between the decay times in case of the same noise configuration, as one could
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Figure 6.10: Calculation of the measurement in Figure 6.9. Comparison of the longer
decay spectral diffusion time TSD2 obtained by fitting mock start-stop data
and mock time-tagged data, including a 1% noise. (a) Comparison of the
fitted decay times for the identical noise configurations and different noise
configurations. (b) Distribution of the deviation of the start-stop T ′SD2 from
the time-tagged TSD2, as a fraction of the start stop T ′SD2.

expect. However, the measurements present above in Figure 6.9 have been carried out

sequentially, so that the noise was different for each measurement. Therefore, we want

to see the deviation of the start-stop time from the time-tagged time for different noise

configurations. This is shown in panel (b) in orange. A start-stop mode time shorter by

more than 22% compared to the time-tagged mode time occurred with a probability of

0.08. Therefore, it seems likely that the difference between the experimentally obtained

spectral diffusion times was also influenced by changes in the electro-static environment

of the dot over time.

6.5 Conclusion and future experiments

In summary, second order correlation measurements were carried out to determine the

fast timescale spectral diffusion of single non-polar InGaN QDs, the first time for non-

polar nitride dots. First, it was ascertained that the dot in question emitted single photons

by measuring its second order correlation function with a spectral window including the

whole of the dot line. This yielded an antibunching dip at zero delay with a depth

of g2(0) = 0.13(13) after correction for the finite detector response time and the QW
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background emission, proving single-photon emission. Reducing the spectral selec-

tion window of the HBT measurement to one half of the QD’s linewidth resulted in an

additional bunching peak. In order to extract its amplitude and decay time, the underly-

ing pile-up decay was addressed, originating from the use of the start-stop HBT mode.

Along with a power dependence calibration, the pile-up decay time was determined

from the measured trace via an integration method. At the lowest excitation power den-

sity of P = 2.9 kW/cm2 = 0.1 ·Psat, the extracted spectral diffusion decay time proved

to be with 860(160) ns longer than for any nitride dot, and in particular 2.5 times longer

than for a polar InGaN dot used in a previous study. In line with previous reports, the

power dependence of the inverse of the spectral diffusion time, the spectral diffusion

rate, showed a linear increasing trend with increasing excitation power, due to an in-

creased carrier density. Repeating the experiments on other dots demonstrated shorter

and also even longer spectral diffusion times, as long as over one microsecond. This in-

dicates that the detailed measurements presented in the first part of this chapter are not

due to an outlier. Therefore, the non-polar InGaN dots exhibit comparable and in some

cases longer spectral diffusion times than polar counterparts, despite higher a-plane dis-

location densities. Due to their shorter lifetimes, the ratio of spectral diffusion time to

lifetime is larger compared to polar dots.

This presents a first step towards the generation of indistinguishable photons with ni-

tride QDs. To realise this successfully, firstly, pulsed excitation would be desirable in

regard to applicability and finite detector response functions. Pulsed excitation experi-

ments described in the first part of this chapter showed a fast lifetime of 413(3) ns, but

also a reduced saturation count rate and signal-to-background ratio. These undesirable

features would need further careful investigation and improvement. Secondly, in the

field of arsenide QDs, it has been established that the use of quasi-resonant excitation

into higher dot states, or even resonant excitation of the dot transition, increases the

indistinguishability due to a reduced time-jitter and a lower carrier density. Thirdly, a

cavity could help to further reduce the numbers of charge carriers in the vicinity a dot.
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This thesis describes experimental studies of InGaN dots grown on the non-polar a-

plane. It is focused on the electrical excitation of these dots, the lateral electric field built

into them and its implications, among them reduced fast timescale spectral diffusion.

For the first time, electrically driven single-photon emission from a non-polar nitride

dot was demonstrated. DC electrical excitation of a QD yielded the second order corre-

lation value of g2(0) = 0.18(18) at 4.5 K after correction for the finite detector response

time, proving the single-photon character of the dot emission. Furthermore, a study

on more than 70 randomly selected QDs showed that 50% of them exhibit a degree of

linear polarisation greater than 0.9. This agrees with PL studies on similar non-polar

InGaN QDs, but is a considerably larger value than obtained for strain-engineered polar

InGaN dots. Due to setup imperfections, the measured polarisation degree was only

a lower bound. The mean polarisation angle was found to coincide with the crystal-

lographic m-direction. 75% of the dots exhibited a polarisation angle within ±10◦ of

the mean. It is unclear how much the setup imperfections were responsible for this

spread in angles. Current dependent measurements allowed the identification of three

biexciton-exciton pairs which exhibited a small biexciton binding energy with the range

of ±3meV. A comparison with a reported simulation suggests a small QD height below

2.5 nm. Temperature-dependent measurements showed that the dot, of which the second

order correlation function was measured, exhibited a constant intensity up to 50 K and

vanished at 80 K, for a fixed voltage. Another dot showed EL up to a temperature of

130 K, demonstrating the potential for elevated temperature operation of a-plane InGaN
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QDs. A hurdle in the way of realising single-photon emission at higher temperatures

is the requirement of a reduced QW background emission. Additionally, pulsed excita-

tion, needed for a useful single-photon source, comes with the challenge of delivering

electrical pulses to the dot with a width much shorter than the dot’s lifetime. This will

require careful setup design, or choosing dots with longer lifetimes.

Another aspect covered in this thesis is the behaviour of emission lines of a-plane

InGaN dots subjected to a lateral electric field. This is the first report on that topic for

non-polar nitride dots. The field was generated by means of two opposing Schottky

contacts evaporated on the sample surface. Only for one dot an increase in the emission

linewidth could be observed. A fit derived with a simple semi-classical model gave a

minimum lateral size of 6(1) nm and a minimum potential depth of 28(3) meV. This con-

finement is relatively shallow compared to previous reports of non-polar nitride InGaN

dots and might explain why only one dot showed a linewidth increase, whereas all 60

other examined dots did not. For most of these, shifts in the emission energy could be

observed. 10% of them showed a parabolic shift commonly seen in structures subjected

to the QCSE. Small permanent dipoles ranging between −0.44eÅ and +0.32eÅ have

been observed. Reported theoretical calculations of the built-in potential of non-polar

InGaN dots agree with these findings as they qualitatively suggest a small in-built field

which may be aligned parallel or anti-parallel to the polar direction depending on the

relative contributions of the first and second order piezo-electricity. In the experiments,

a mean in-built field of -3 kV/cm with a standard deviation of 11 kV/cm was observed,

demonstrating a decrease by more than two orders of magnitude compared to the verti-

cal field in polar InGaN dots. 62% of the examined dots exhibited an irregular energy

shift, which could not be described by a parabola. It was concluded that this might be

due to the particular implementation of the electrodes. Future experiments should take

care to increase their quality and possibly add an Ohmic contact to allow for individ-

ual testing of each electrode. Additionally, it should be ensured that the direction of

the polar axis is known from the beginning of the sample growth. Another surprising
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observation was that for spectra containing several lines, some of them showed a sim-

ilar energy shift behaviour, in contrast to the rest of the lines in the same spectrum. It

was concluded that these are likely to originate from the same dot, being either multi-

excitonic complexes in the case of small energy spacings between the lines or excited

states in the case of larger energy differences. Further investigations should be able to

distinguish between these possibilities through the power dependence and polarisation

dependence of the lines, and photoluminescence excitation spectra. Both possibilities

would present a valuable knowledge since the current understanding and identification

of multi-excitonic complexes and excited states of nitride dots is rather in its infancy.

The final part of the thesis is focused on the fast timescale spectral diffusion experi-

enced by a-plane InGaN dots. The aim of the first investigation of this kind on non-polar

nitride dots was to clarify if for them the timescale of the fast spectral diffusion would

be increased (due to an increased defect density) or decreased compared to polar dots

(due to the reduced magnitude of the in-built dipole). A robust intensity correlation

method was used which did not require interferometric stability. CW-laser excited HBT

measurements of a part of a dot’s linewidth featured not only an antibunching dip, but

also a bunching peak decaying on a longer timescale. The decay time constant reflects

how fast the electric environment of a dot changed, giving a measure of the timescale of

the spectral diffusion. For a bright random dot it was found to be as long as 860(160) ns,

which is at least 2.5 times longer than the longest spectral diffusion time previously re-

ported for any other nitride dot. A proportionality between the excitation power density

and the inverse of the spectral diffusion time was observed, in line with previous reports.

Measurements on more a-plane dots found that spectral diffusion times ranged between

70(5) ns and 1170(50) ns. It was therefore be concluded that, compared to polar In-

GaN dots, a-plane InGaN QDs experience spectral diffusion on a similar, if not longer

timescale despite an increased defect density of the samples. More importantly: the

ratio of the spectral diffusion time and the emission lifetime is much more favourable

for a-plane dots, because of consistently reduced lifetimes. Therefore, non-polar nitride
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dots are more suitable to produce indistinguishable photons than polar nitride dots.

In the future, one of several key points to address is the use of cavities to increase the

single-photon brightness by improving the outcoupling efficiency of non-polar InGaN

dots. The easiest solution is a cavity with two distributed Bragg reflectors above and be-

low the dots. An issue here is the trade-off between low refractive contrast of AlxIn1−xN

to GaN, and large lattice mismatch and therefore large strain of AlxGa1−xN to GaN. This

problem can be circumvented by using mesoporous distributed Bragg reflectors, which

have already been demonstrated for polar InGaN/GaN dots [231].

Another potentially fruitful avenue lies in the pursuit of resonant excitation of ni-

tride QDs. This would help to reduce background emission and drastically decrease the

number of excited carriers, thus yielding longer spectral diffusion times. A successful

implementation should significantly increase the degree of indistinguishability of single

photons emitted by non-polar nitride dots, which has never been measured for any ni-

tride dots due to strong spectral diffusion. An increased emission brightness by virtue

of a cavity will be instrumental to make the experiment feasible in terms of acquisition

time.

A last interesting point to study could the spread of biexciton binding energies of non-

polar InGaN dots. One important, more general aspect is to gain a deeper understanding

of the dot’s parameters by means of this extra measurable quantity. A second aspect,

aiming towards applications, is to investigate if some dots exhibit a negligible biexciton

binding energy - which seems likely since for three dots it was found to be small - such

that the biexciton cascade could be used to generate time-reordered entangled photon

pairs [126]. If the opposite is the case and large biexciton binding energies are found

for some dots, then the two-photon resonant excitation of the biexciton cascade could

be used to reduce the background emission. Moreover, for arsenide dots, it has been

shown both theoretically and experimentally that the lower bound to the single-photon

purity due to re-excitation is reduced by resonant excitation of the three-level biexciton

system compared to the direct excitation of the two-level excitonic transition [47].
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8 Appendix

8.1 Samples

In Table 8.1, the samples are listed that were used for this thesis. More details could be

obtained from Prof Rachel Oliver at the University of Cambridge, or Dr Tongtong Zhu in

the same group. The QD layer of the samples C6379A and C5703E was embedded in a

p-i-n junction. For the sample C6379A, the 2 µm-thick GaN bottom layer was Si-doped

with a concentration of 3× 1018 cm−3. The p-doped GaN top layer was 130 nm thick

with a Mg dopant concentration of 3× 1019 cm−3. For the sample C5703E, the QDs

were embedded in a 50 nm unintentionally doped GaN layer, a 600 nm-thick Si-doped

GaN layer on the bottom with a dopant concentration of 3× 1018 cm−3 and a 200 nm-

thick Mg-doped GaN layer on top with a dopant concentration of 3×1019 cm−3.

Sample number Chapter Growth method ELOG p-i-n?
C6379A 4 Q2T no yes
C5714F 5 Q2T no no
C5703E 6 MDE yes (5µm wide stripes) yes

Table 8.1: Samples used in the thesis.
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8.2 Calculation of HBT trace fit accounting for the

finite detector response time

If one has a single photon emitter with some background, one expects under continuous

excitation an HBT-trace of the following form

g(2)(τ) = 1−A · exp(−|τ|/T ) (8.1)

with delay τ , the dip depth g(2)(0) = 1−A and the time constant T . This assumes an

emitter with an exponential decay, which is normally the case for our QDs. Suppose

the instrument response function (IRF) can be approximated with a double-side single

exponential decay

IRF(τ) =C · exp(−|τ|/R) (8.2)

with the decay time R and a constant C. If T is comparable or shorter than R, a fit with

Eq. (1) gives a larger value for g(2)(0) as well as for T than they actually are. In this

regime, the measured HBT trace is the convolution of Eq. (1) and Eq. (2).

g(2)m (τ) = IRF(τ)∗g(2)(τ)

=
∫ +∞

−∞

IRF(t) ·g(2)(τ− t)dt

=
∫ +∞

−∞

C · exp
(
− |t|

R

)
·

(
1−A · exp

(
− |τ− t|

T

))
dt

To make things easier we look just at τ ≥ 0. But we do not loose information because

the convolution of two symmetric functions generates a symmetric one as well. In

the following we cut the second part of the integral into three pieces to get rid of the
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modulus.

g(2)m (τ) = 2C ·
∫ +∞

0
exp
(
− t

R

)
dt

− AC ·

[∫ 0

−∞

exp
(
+

t
R
− τ− t

T

)
dt

+
∫

τ

0
exp
(
− t

R
− τ− t

T

)
dt

+
∫ +∞

τ

exp
(
− t

R
+

τ− t
T

)
dt

]

Let us introduce two abbreviations

⊕=
1
T
+

1
R

and 	=
1
T
− 1

R
.

That gives us

g(2)m (τ) = 2C ·
∫ +∞

0
e−

t
R dt

− AC ·
(∫ 0

−∞

e−
τ

T · et⊕dt +
∫

τ

0
e−

τ

T · et	dt +
∫ +∞

τ

e+
τ

T · e−t⊕dt
)

= 2C ·
[
−R · e−

t
R

]+∞

0

− AC ·
(

e−
τ

T ·
[ 1
⊕

et⊕
]0

−∞

+ e−
τ

T ·
[ 1
	

et	
]τ

0
+ e+

τ

T ·
[
− 1
⊕

e−t⊕
]+∞

τ

)
= 2CR −AC

(
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τ
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( 1
⊕

+
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· e	τ − 1

	

)
+ e+

τ

T · 1
⊕
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)
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(( 1
⊕
− 1
	

)
· e−

τ
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τ

T · e	τ +
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⊕
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τ

T ·e
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)

Here, we make one small side calculation, which is simplifying the expressions coloured

red and blue above.

e
τ

H e−⊕τ = e
τ

T−τ

(
1
T +

1
R

)
= e−

τ

R

or e−
τ

T e	τ = e
τ

(
− 1

T +
1
T−

1
R

)
= e−

τ

R
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8.2 Calculation of HBT trace fit accounting for the finite detector response time

That yields the following.

g(2)m (τ) = 2CR−AC
(( 1
⊕
− 1
	

)
· e−

τ

T +
1
	
· e−

τ

R +
1
⊕
· e−

τ

R

)
= 2CR−AC

(( 1
⊕
− 1
	

)
· e−

τ

T +
( 1
	

+
1
⊕

)
· e−

τ

R

)

Now we simplify the expressions coloured green above.

1
⊕
± 1
	

=
1

1
T + 1

R

± 1
1
T −

1
R

=
1

R+T
RT
± 1

R−T
RT

=
RT

R+T
± RT

R−T

=
RT (R−T )±RT (R+T )

R2−T 2

That gives for "+" 2T R2/(R2−T 2) and for "-" −2T 2R/(R2−T 2). With successive use

of simplification (1) and then (2) we get

g(2)m (τ) = 2CR−AC
(
−2T R2

R2−T 2 · e
− τ

T +
2T 2R

R2−T 2 · e
− τ

R

)
= 2CR− 2ACT R

R2−T 2

(
R · e−

τ

R −T · e−
τ

T

)

Now we just need to normalise this convolution to 1 for τ→+∞. In that case g(2)m (τ) =

2CR. So the normalised second order correlation function accounting for a finite detec-

tor response time is

g(2)m,norm(τ) = 1− AT
R2−T 2

(
R · e−

τ

R −T · e−
τ

T

)
. (8.3)

This form is the same as Equation (4.5) with |τ| for τ as it is symmetric in τ . A quick

check: For an ideal detector with R→ 0 we get g(2)m,norm(τ) = 1−Ae−
τ

T , which is iden-

tical to Equation (8.1) with T = H.
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