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Abstract

Since their unique structure properties, quantum rings (QRs) strucutre has

been of particular interest for investigating quantum interference which is

called neutral charge exciton optical Aharnov-Bohm (AB) effect recently.

A delocalized wavefunction around the rim is a prerequisite for the AB

effect, but asymmetry and anisotropy seem to have been overlooked in the

spectroscopy of QRs. In this thesis, the presence of a localized state in a

single GaAs QR has been presented.

The volcano-like ring structure was modelled in cylindrical coordinates

(z = z(r, φ)) based on atomic force microscope (AFM) images of uncapped

GaAs QRs, where both anisotropy and asymmetry are present. Based on

this AFM images, the adiabatic potential εke,h(r, φ) can be obtained for the

electron and hole separately by solving the vertical part of the Schrödinger

equation, where the vertical confinement is represented by the vertical quan-

tum number k to present the presence of localized state.

Polarization resolved spectroscopy of a single QR is investigated to support

the localized state. An asymmetric electron-hole exchange interaction leads

to a splitting (∆XY ) of the double exciton state (|±1〉) into two singlet states

(|X,Y 〉 = (|+1〉±|−1〉)/
√

2), where two linearly and orthogonally polarized

dipoles (|X〉 and|Y 〉) are defined along the principal axes. Consequently,

the strong polarization is strongly supproting the presence of localized state

in a single QR.

Also, the micro-photoluminescence and temperature dependence results

from a single GaAs QR are presented to show the excited (XN=2) and

bi-exciton (XX) states of the localised ground state exciton (XN=1). Time-

resolved studies show that saturation of the XN=1 is dominated by fast

dissociation of XX and slow intra-relaxation of XN=2.
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1

Introduction

1.1 Motivation and Introduction

Thanks to the droplet epitaxy, quantum rings (QR) have become an alternative in the

study of Aharonov-Bohm (AB) oscillations (1, 2, 3). This has lead to quantum ring

(QR) structures becoming of great interest for investigating of the optical Aharonov-

Bohm (AB) effect (4, 5, 6). While the rotating charge in the shell of a type-II quantum

dot (QD) determines the AB oscillation period, the orbital radius difference of the

electrons and holes is the crucial parameter in a QR, for which the coupling to the

magnetic flux is of opposite sign (7, 8). Nevertheless, the individual behaviour of each

of the particles is not clear in a QR; either the radius is larger or one of them is localised

as in the case of a type-II QD (9, 10).

Recent measurements have shown that the morphology of a QR is anisotropic,

where the rim height is not constant around the azimuthal angle (13, 14). In the

case of this so-called volcano-like structure (15), the azimuthal quantum number is no

longer valid, and the wavefunction in the anisotropic QR can be either localised or

delocalised through tunneling (16).The presence of localised states was addressed due

to height anisotropy in the volcano-like QR morphology (16, 17, 18), and the disorder

may cause a threshold magnetic field for AB oscillation, below which the localisation

inhibits the rotational quantum coherence (19, 20). Nevertheless, a persistent current

(21, 22, 23) can be observed in a QR as evidence of AB-oscillations, when an external

magnetic field is large enough to overcome the anisotropy-induced potential barrier or

1



1. INTRODUCTION

Figure 1.1: Schematic illustration of droplet epitaxy (11)

Figure 1.2: Schematic illustration of the formation of various GaAs quantum structures

with different As fluxes (12)
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1.2 Why the droplet method ?

Figure 1.3: Optical transitions between two states (a): Spontaneous emission and (b)

absorption

asymmetric exchange interaction (24, 25, 26). Asymmetry and anisotropy seem to have

been overlooked in the spectroscopy of QRs (27, 28, 29). In this thesis, the presence

of a localised state in a single GaAs/Al0.3Ga0.7As QR is claimed for a volcano-like QR

structure, which corresponds to an excited state of the vertical confinement (30). The

asymmetry of the localised state is investigated in terms of the polarization dependence

of excitons and biexcitons in Chapter 3. Also, the presence of biexcitons and excited

exciton states of the localised ground exciton is clarified in terms of their dependence

on excitation power, temperature, polarization asymmetry, and time-resolved photo-

luminescence (PL) in Chapter 4. To investigate the delocalization of exciton states

by tunnelling in the asymmetric structure, power dependent time-integrated and time-

resolved photoluminescence is investigated at different power densities in Chapter 5

(31, 32, 33).

1.2 Why the droplet method ?

Developments of droplet epitaxy methods enabled the fabrication of various GaAs

quantum nanostructures of high optical quality such as quantum dots, single quan-

tum rings, and concentric double quantum rings (34, 35, 36). The droplet epitaxy that

Dr. Nobuyuki Koguchi and his collaborators of National Research Institute for Metals

(NIMS) invented in 1990 is an excellent self-assembly technique for the fabrication of

3



1. INTRODUCTION

nanostructures similar to the Stranski-Krastanow (S-K) growth mode (37, 38, 39). Al-

though the S-K growth mode is often used for self-assembly, it can only be applied to

lattice-mismatched systems for which the lattice constant of the substrate and that of

the nanostructure are different from each other (40, 41). On the other hand, droplet

epitaxy can be applied to both lattice-mismatched and lattice-matched systems like

GaAs/AlGaAs. The lattice-matched systems are strain free in principle, and able to

fabricate nanostructures with a relatively uniform size, a small number of non-radiative

recombination sites, and various shapes (42, 43). These properties often help to slm-

plify the interpretation of fundamental optical experiments (44, 45).

Droplet epitaxy consists of two main steps as shown in Fig.1.1. The first step is

the fabrication of ultra-fine liquid droplets of a group-3 metal with a low melting point

such as Ga and In on a certain substrate by supplying a molecular beam in ultra-high

vacuum. The second step is the formation of nanocrystals of the compound semicon-

ductor by irradiation by a molecular beam of a group-5 metal such as As.

Fig.1.2 shows a schematic illustration of the formation of various GaAs quantum

structures as the As flux is varied. Fig.1.2 (a) shows conceptually the cross-sectional

shape for the crystallization process of a Ga droplet and the change into the GaAs quan-

tum structures during crystallization under the As supply. The crystallization process

of the Ga droplets occurs preferentially around the edge region of the Ga droplets. As

the GaAs crystal forms in this edge region, it becomes enlarged at the center (11, 27).

Because the crystallization process of the edge region of the Ga droplet may be faster

than that at the center, the GaAs crystal grows faster at the edge. This result can be ex-

plained by the V/III ratio, which effectively influences the GaAs crystallization. When

the V/III ratio is relatively large, all the areas of the Ga droplets can be effectively

crystallized. Also, the relatively large number of As atoms may block the migration of

Ga atoms at the Ga droplets. As a result, the GaAs QDs with a symmetric shape can

be formed as shown in Fig.1.2 (b) and (d) (46).

When the V/III ratio is small, the crystallization process may be slower than that

for relatively high V/III ratio, because the incorporation rate between Ga and As is

small. This slow process results in an increase in the migration probability of the Ga

4



1.3 Einstein coefficient

atoms at the droplet, as schematically described in Fig.1.2 (c) and (e), resulting in

formation of GaAs QRs with an asymmetric shape. In previous work on the migration

properties of the Ga atoms on the c(4×4) reconstructed GaAs surface, the Ga migration

is strongly dependent on the crystal direction. That is, the migration probability of the

Ga atoms on the c(4× 4) GaAs surface is higher in the [11̄0] direction than in the [110]

direction. Similarly, the migration of the Ga atoms along the [11̄0] direction for the

Ga droplets in this work may also be compared with the [110] direction. As a result,

the shape of the GaAs QR can be asymmetric. With a further decrease in As flux,

the shape of the asymmetric GaAs QRs becomes symmetric, as shown in Fig.1.2 (f).

Because the migration length of the Ga atoms along the [11̄0] direction reaches a limit,

the migration of the Ga atoms toward the [110] direction can be significantly increased,

resulting in the formation of relatively symmetric QRs (12).

1.3 Einstein coefficient

Light can be emitted or absorbed whenever a transition in an atom occurs between two

different energy states. Absorption happens when the atom moves to a higher energy

level, while photon emission occurs when the atom falls down to a lower energy level.

These transitions satisfy the energy conservation condition

~ω = E2 − E1, (1.1)

Where E2 is the higher energy level and E1 is the lower energy level. The emission

and absorption rates can be calculated by quantum mechanics.

Spontaneous emission is the radiative process by which an electron in a higher

energy level states goes down to a lower energy level states. An electron which is in a

high energy state is not stable, so this electron has a tendency to change its energy to

the lowest state available. Spontaneous emission rates are determined by Einstein A

coefficient. This coefficient provides the probability per unit time which the electron

in high energy level falls down to the low energy level by photon emission. Therefore,

the transition can be described by

5



1. INTRODUCTION

Figure 1.4: Absorption, spontaneous emission and stimulated emission transition between

two level energy states with incoming energy density

dN2

dt
= −A21N2, (1.2)

where N2 is the number of atoms in the high energy state and A21 is the coefficient

governing the transition from energy level E2 to energy level E1 in Fig.1.3.

The solution to equation (1.2) is

N2(t) = N2(0) exp(−A21t) = N2(0) exp(
−t
τ

), (1.3)

where

τ =
1

A21
(1.4)

and τ is the radiative lifetime of the excited state.

Absorption occurrs in Fig.1.3 (b). The atom moves up from low energy state to

high energy state by absorbing a photon. This absorption transition rate per unit time

can be expressed as

dN1

dt
= −Bω

12N1u(ω), (1.5)

6



1.3 Einstein coefficient

Figure 1.5: (a) a free exciton which is called Wannier-Mott excitons, (b) a tightly bound

exciton which is called Frenkel excitons (47)

where N1(t) is the number of atoms in high energy state, Bω
12 is the Einstein coef-

ficient, and u(ω) is the energy density of the electromagnetic field.

Einstein discovered that a third type of transition is needed, known as stimulated

emission in order to understand the transition processes. In Fig.1.4, all possible optical

transitions between the two different energy levels including this stimulated emission are

shown. In the absorption process, the incoming photon energy can stimulate downward

emission transition from high energy state to low energy state. This stimulated-emission

can be expressed as

dN2

dt
= −Bω

21N2u(ω), (1.6)

where N2(t) is the number of atoms in low energy state, Bω
21 is the Einstein coeffi-

cient, and u(ω) is the energy density of the electromagnetic field.

These three Einstein coefficients are all connected to each other in the transition

processes. Under steady-state conditions, the absorption should be balanced by the

7



1. INTRODUCTION

Figure 1.6: Energy level diagrams for (a) metal, and (b) a semi-conductor or insulator.

The bands are filled with electrons up to the Fermi level EF (47).

spontaneous and stimulated emission. Therefore,

Bω
12N1u(ω) = A21N2 +Bω

21N2u(ω), (1.7)

From Boltzmann’s law, the ratio of N2 to N1 is given by

N2

N1
=

g2
g1

exp(− ~ω
kBT

), (1.8)

where g1 and g2 are degeneracies of level 1 and 2. The energy density is also give

by the Planck formula

u(ω) =
~ω3

π2c3
1

exp( ~ω
kBT

)− 1
, (1.9)

8



1.4 Fermi’s Golden Rule

under these conditions, the relationships of the Einstein coefficients are solved by

g1B
ω
12 = g2B

ω
21, (1.10)

A21 =
~ω3

π2c3
Bω

21, (1.11)

so, we can understand that a high absorption probability will give a high emission

probability, and also the relationship between spontaneous and stimulation emission by

means of the Einstein coefficients.

1.4 Fermi’s Golden Rule

The absorption transition coefficinet cm(t),

cm(t) =
< φm|HI |φn >

~ωmn
ei(ωmn−ω)t − 1

ωmn − ω
, (1.12)

~ω=~ωmn = Em−En, Em=En+~ω, so equation (1.27) give us transition coefficient

from Energy En to Energy Em with absorption enerry ~ω.

The emission transition coefficinet cm(t),

cm(t) = − < φm|HI |φn >
~ωmn

ei(ωmn+ω)t − 1

ωmn + ω
, (1.13)

Em=En-~ω, so equation (1.28) give us transition coefficient from Energy En to

Energy Em with emission enerry ~ω.

Therefore, the abosorption and emission transition probability density is

Pn→m = |cn(t)|2 =
| < φm|HI |φn > |2

~2
sin2[(ωmn ± ω)t/2]

[(ωmn ± ω)/2]2
, (1.14)

At large times t→∞

| < φm|HI |φn > |2

~2
sin2[(ωmn ± ω)t/2]

[(ωmn ± ω)/2]2
≈2π~tδ(Em − En ± ~ω), (1.15)

9



1. INTRODUCTION

Figure 1.7: Valence and conduction bands for : (a) intrinsic semiconductor, (b) a semi-

conductor with n-type doping, and (c) a semiconductor with p-type doping(47).

So, the transition probability density is

Rn→m =
|cn(t)|2

t
=

2π

~
| < φm|HI |φn > |2δ(Em − En ± ~ω), (1.16)

Rn→m is called the transition probability per unit time or transition rate. Formula

(1.16) satisfies the energy conservation law and is called Fermi’s Golden Rule.

1.5 Basic theory of exciton

The absorption of a photon in a semiconductor creates an electron in the conduction

band and a hole in the valence band. The oppositely charged particles can attract

each other through their Coulomb interaction. This attractive interaction makes an

electron-hole pair. Also, if the right conditions are satisfied, a bound electron-hole pair

can be formed. This neutral bound pair is called an exciton.

Normally, There are two basic types of exciton : Wannier-Mott excitons, called free

excitons and Frankel excitons, called tightly bound excitons. The two different kinds

of excitons are showed in Fig.1.5. The Wannier-Mott type excitons have a large radius,

and they are delocalized states that can move freely. By contrast, Frenkel excitons

10



1.5 Basic theory of exciton

Figure 1.8: Band structure of a simple solid with a lattice constant of a. The left hand

side of the figure shows the E−k relationship across several Brillouin zones, while the right

hand side replots the same band structure in the reduced zone. The dotted line indicates

the parabolic dispersion of free electrons(47).

have a much smaller radius which is comparable to the size of the unit cell. This makes

them localized states which are tightly bound to specific atoms or molecules. Tightly

bound exictons are much less mobile than free excitons. In applying the Bohr model to

the exciton, the electron and hole are moving through a medium with a high dielectric

constant εr. The bound states are characterized by the principal quantum number n.

The energy of the nth level relative to the ionization limit is given by

E(n) = − µ

m0

1

ε2r

RH
n2

= −RX
n2

, (1.17)

where RH is the Rydberg constant of the hydrogen atom (∼ 13.6eV). The quantity

RX = ( µ
m0ε2r

)RH , reduced mass µ which is deduced by

1

µ
=

1

m?
e

− 1

m?
h

, (1.18)

The radius of the electron-hole orbit is given by

rn =
m0

µ
εrn

2aH = n2aX , (1.19)

11



1. INTRODUCTION

Figure 1.9: Band dispersion of a semiconductor or insulator near top of the valence band

and the bottom of the conduction band(47).

where aH is the Bohr radius of the hydrogen atom (5.29 × 10−11m) and aX =

(m0εr
µ )aH is the exciton Bohr radius. Generally, RX tends to increase and aX to

decrease as Eg increases. This is explained by the fact that εr tends to decrease and µ

to decrease as the band gap increases.

1.6 Band structure

A photon energy can be derived by Einstein’s relativistic relation form E2 = p2c2+m2c4.

The photon energy is E = pc because a photon mass is 0. A electron energy is derived

from electron’s Schrödinger equation. The time-independent Schrödinger equation,

[− ~2

2m
52 +V (r)]ψ(r) = Eψ(r) (1.20)

where E, r, m, ψ(r) are the particle’s energy, position, mass and spatial wavefunc-

tion, V(r) is the potential, 52 is the Laplacian and ~ is the reduced Planck’s constant.

Alternatively, this expression can be showed as an eigen-problem Hψ(r) = Eψ(r) with

the Hamilitonian H acting like eigen-operator, E as the eigen-value and ψ(r) as the

12



1.6 Band structure

Figure 1.10: Band structure of GaAs. The valence bands are below the Fermi level and

are full of electrons(47).

eigen-state. The free electron model gives us a solution of the equation, as eigen-state

ψ(r, t) = Aeik·reiEt/~ and as eigen-value E = ~2k2/2m (where k is the wave vector and

|L| = 2π/λ).

Fig.1.6(a) shows a energy disagram of a metal. These have an odd number of elec-

trons per atom, which indicates that the highest occupied band will only be half full.

The Fermi energy will lie in the middle of the highest occupied band. Electrons with

energy just below EF can easily be excited to empty states above EF . Fig.1.6(b) indi-

cates the energy diagram of a semiconductor. These have an even number of electrons

per atom, and the highest occupied band is full of electrons. This highest occupied band

is called the valence band, while the lowest unoccupied band is called the conduction

band. The Fermi level lies somewhere within the energy gap between the valence and

conduction bands. The first empty states for the electrons are in the conduction band,

and it requires a minimum amount of energy equal to the band gap Eg to excite the

elctrons to avaliable states. Therefore, semiconductors and insulators have much lower

13



1. INTRODUCTION

electrical conductivities than metal. Also, the difference between an insulator and a

semiconductor is related to the size of band gap. Semiconductors have smaller band

gaps than insulators. This makes it possible that a significant number of electrons are

excited thermally from the valence band to the conduction band at room temperature.

Fig.1.7 shows the conduction and valence bands of a semiconductor. Fig.1.7(a) in-

dicates a pure intrinsic semiconductor. The Fermi level lies about half between the two

bands. The thermal excitation of an electron to the conduction band makes the empty

space (hole) in the valence band. Fig.1.7(b) shows n-typed doping semiconductor. The

impurities give one extra electron for each dopant atom. These extra electrons lie in

donor levels, the electron states are filled up to the donor levels. So the Fermi energy

should be lain very close to the donor level energies. The electrons in the donor levels

can be easily excited into the conduction band. Fig.1.7(c) shows p-type doping semi-

conductor. In contrast to n-type semiconductors, p-type semiconductors have a larger

hole concentration than electron concentration. In p-type semiconductors, holes are

the majority carriers and electrons are the minority carriers in Fig.1.7(c). The Fermi

energy level lies closer to the valence band than the conduction band.

If the electrons are moving completely free, the E − k dispersion is governed by

E = ~2k2/2m, where p = h/λe is the momentum of the electron, λe being the de-

Broglie wavelength of the electron. In a crystal, the electrons are not really free, so

E − k dispersion should be modified. The valence electrons are released from their

atoms and move through the crystal. This leaves behind a regular lattice of positively

charged ions. The potential of the ion cores perturbs the motion of the elctrons and

changes the E−k relationship. This modified E−k relationship is called by nearly free

electron model. Fig.1.8 indicates the typical band structure of a simple crystal. The

E − k diagram is divided by different Brillouin zones with reciprocal lattice vector G.

The dotted line in the Fig.1.8 shows the band dispersion for free electrons, meanwhile

the solid line shows the band dispersion for the nearly free electrons. The periodic lat-

tice potential causes Bragg scattering of the electron waves. The scattering amplitude

is small except in the region close to a Brillouin zone boundary. Therefore, the band

dispersion departs significantly from that of free electrons near a zone boundary.

14



1.6 Band structure

The band dispersion near k = 0 for a semiconductor or insulator is shown in more

detail in Fig.1.9. The top valence band and the lowest conduction band states are

shown in Fig.1.9. The bands are parabolic for small k, and dispersions given by

Ec(k) = Ec +
~2k2

2m?
e

(1.21)

Ev(k) = − ~2k2

2m?
h

(1.22)

where E = 0 corresponds to the top of the valence band. Equ.1.21 and 1.22 show the

effective mass m?
e and m?

h of each band can determine the band dispersion. In general,

the effective mass can be defined by the curvature of the E − k diagram according to

m? = ~2(
d2E

dk2
)−1 (1.23)

The effective mass is a band structure parameter as a consequence of the pertur-

bation of the periodic lattice potential. The negative curvature of the valence band

means a hole state. Electrons in the conduction band behave like negative particles of

mass m?
e, while the holes in the valence band behave like positive particles of mass m?

h.

Especially, Fig.1.10 shows band structure of GaAs.
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1. INTRODUCTION
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2

Sample Growth and experimental

setup

2.1 Single GaAs Quantum Ring growth procedure

The samples were grown at Korea Institute of Science and Technology (KIST) and the

sample growth procedure was given by Dr. J. D. Song and E. H. Lee. In this chapter, all

growth of GaAs QRs on an Al0.3Ga0.7As/GaAs substrate will be discussed (48, 49, 50).

The growth parameters, such as the beam equivalent flux (BEF) of As4, the substrate

temperature, the growth interruption time, and the size of Ga droplets, were varied.

The structural properties of QRs were investigated by an scanning electron microscope

(SEM) and an atomic force microscopy (AFM). The optical properties of QRs were

observed by using macro-PL and micro-PL.

The QR samples were grown by the droplet epitaxy (DE) method. After deoxida-

tion at ∼ 600◦C under As4, a ∼ 100 nm- thick GaAs buffer layer and ∼ 50 nm- thick

Al0.3Ga0.7As layer were grown sequentially at 580◦C. Then, Ga droplets were formed

on the Al0.3Ga0.7As/GaAs substrate and crystallization by As4 injection was performed

(28, 29). Various parameters for the growth of QRs were changed for observation of

the change of surface morphology at each fixed condition. The BEF of As4 was varied

in the range of As4 1.2×10−7 ∼ 1×10−5 Torr. The substrate temperature at injection

of As4 was changed in the range 257◦C ∼ 321◦C. The change in the QRs was observed

with an increase of the interruption time in a sequential injection of As4 (51, 52). The
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.1: (a) SEM image of Ga droplets, (b) SEM images of the evolution of the GaAs

nanostructures from QDs to QRs aa a function of As4 BEF. (c) Statistical graphs of the

long/short external width of the QRs.
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2.1 Single GaAs Quantum Ring growth procedure

Figure 2.2: (a) the external/internal width ratio and (b) the height of the GaAs nanos-

tructures as a function of As4 BEF.
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

interruption time was in the range of 0 s ∼ 30s. The flux of As4 was introduced on

two kinds of Ga droplets with different diameters, heights, and densities (53, 54). The

surfaces of the Ga droplets and GaAs QRs were observed by an AFM and SEM. The

PL of typical GaAs QDs and GaAs QRs, including a DBR structure, was investigated

by macro-PL and µ-PL.

Fig.2.1 (a) shows an SEM image of Ga droplets with the growth conditions of Ts=

309◦C, FGa= 0.5 ML/s, and CGa= 2 ML. Fig.2.1 (b) presents a change of the surfaces

for a change of the BEF at As4 1.2×10−7 ∼ 1×10−5 Torr. The As4 was injected at near

room temperature without heating the substrate. With a decrease of the As4, the shape

of the GaAs nanostructures evolved into ring-like structures. Similar results to the for-

mation of QRs have been reported. The critical BEF of As4 for transformation into

rings was 1×10−6 Torr (55, 56). Fig.2.1 (c) and Fig.2.2 show the statistical trends from

the images in Fig.2.1 (a) and (b). Fig.2.1 (c) indicates a change of the external width

of the QRs. The long and short external widths of the QRs measured, respectively. In

the range of As4 1.2 × 10−7 ∼ 1 × 10−6 Torr, a slight difference in the trend between

long and short external widths was observed. This difference points out that the ex-

ternal shape of the QRs at As4 2.5× 10−7 Torr tends to be asymmetrical, compared to

other QRs. On the other hand, the external shape of the QRs at As4 5×10−7 Torr was

generally symmetrical. Fig.2.2 (a) shows the trends of the external/internal width ratio

of GaAs QRs. The external width ratio is (long external width)/(short external width).

The internal width ratio is (internal width along the long external width)/(internal

width along the short external width). As shown at Fig.2.2 (a), the internal width

ratio of GaAs QRs at a function of As4 1.2 × 10−7 Torr was less than ∼0.6 and the

external width ratio was nearly 1 (symmetrical external shape). This result indicates

that the shape of QRs at a function of As4 5 × 10−7 Torr is coffee bean-like. The

origin of formation of such a shape for the QRs is not clear. However, recently, it has

been reported that a relatively low V/III ratio tends to make the external shape of

QRs symmetrical. Typically, the migration of Ga atoms along the [11̄0] direction is

preferred for the formation of QRs, compared with the [110] direction (12, 57). Thus,

Ga atoms would begin to migrate along the [110], when the migration length of the Ga

atoms along the [11̄0] direction reaches a limit. Based on this process of migration, the
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2.1 Single GaAs Quantum Ring growth procedure

Figure 2.3: Statistical graphs of (a) the long/short external width, (b) the exter-

nal/internal width ratio, and (c) the height of GaAs QRs for a change of the interruption

time.
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.4: (a) AFM image of Ga droplets, (b) AFM images of GaAs QRs for the change

of substrate temperature at As4 injection. Statistical graph of (c) the long/short external

width, (d) the external/internal width ratio
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2.1 Single GaAs Quantum Ring growth procedure

Figure 2.5: The height of GaAs QRs for a change in the substrate temperature at As4

injection.

external shape of the QRs becomes relatively symmetrical. The present QRs at As4

5× 10−7 Torr may be the result of such a migration. However, the origin of the coffee

bean-like shape of the QRs at As4 5 × 10−7 Torr needs further investigation. Fig.2.2

(b) shows a trend of the height of the QRs for a change of the BEF of As4. The change

of the QRs height was negligible as a function of As4 at less than1 × 10−6. However,

the height of the GaAs nanostructures was lowered with the formation of QRs. The

decrease in the height verifies that material as moving along the preferred direction to

transform into QRs.

The growth interruption (GI) time could also make material move and this move-

ment could help form QRs, since the formation of QRs mainly depends on movement

of excess Ga atoms due to the relative lack of As4 as mentioned in the previous para-

graph. Fig.2.3 (a) ∼ (c) show the statistics for GaAs QRs in width and height for a

change of GI time. The sequence of As4 injection including GI time is [As 10 s/ GI X

s] × 30. With an increase of GI time, the external widths of the QRs tend to generally
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.6: SEM images of (a) Ga droplet 1/(b) Ga droplet 2. The SEM results of As4

injection for 300s on (c) Ga droplet 1/ (d) Ga droplet 2, for 30s on (e) Ga droplet 1/ (f)

Ga droplet 2.

increase, as shown at Fig.2.3 (a). Slight lowering of the external width of QRs at GI 10

s indicates that the growth including GI time is based on different growth mechnism,

compared to the case of the continuous injection of As.

Fig.2.3 (b) shows that the external/internal shape of QRs becomes more asymetric

with an increase of GI time, since the external and internal width ratio is increased.

The notable thing is that the internal ratio for the QRs abruptly increased with a rise of

GI time, compared to the increase of the external ratio. The origin of this phenomenon

may be founded in the formation mechanism of the QRs. Since crystallization at the

edge of QRs is faster than that at the center in the residual Ga atoms in the center
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2.1 Single GaAs Quantum Ring growth procedure

Figure 2.7: (a) AFM image of Ga droplet with 7∼9 nm in height, 50∼60 nm in width,

and ∼ 130 droplets/µm2 in density, (b) the results of GaAs QRs for increasing heating

temperature, (c) PL of GaAs QRs at 10K for temperatures of 750 ∼ 900◦ C
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

region can move to outside, thus the increase GI time might accelerate the movement

of the Ga atoms in the center. This movement of Ga atoms in the center would increase

the internal width ratio.

Fig.2.3 (c) shows that the height of the QRs increased with a rise in the GI time.

This might be due to enhancement of crystallization at the rims of the QRs by piling

up of Ga atoms. During the GI time, Ga atoms may move to the outside and the

supply of Ga on the rim would help crystallization of QRs. The increase of the rim

height would cause an increase of the height of QRs.

An increase of the substrate temperature at As4 injection (TAs) can change the

structural properties of GaAs QRs. Fig.2.4 (a) shows Ga droplets at Ts= 321◦C,

FGa= 0.25 ML/s, and CGa= 2 ML (58, 59). The arsenization results of Ga droplets in

Fig.2.4 (a) are shown in Fig.2.4 (b). The BEF of As4 was 5× 10−7 Torr. TAs increased

from 257◦C to 321◦C. The change in the density of QRs was negligible, as shown at

Fig.2.4 (b). A slight increase of the density at TAs= 321◦C was observed. However, the

density of QRs in the broader area was nearly constant. Fig.2.4 (c) ∼ (d) and Fig.2.5

present trends in the formation of QRs (60, 61). With an increase of TAs, the external

widths of the QRs were reduced as shown in Fig.2.4 (c). In Fig.2.4 (d), the external and

the internal width ratios of the QRs show values around ∼ 1.4 and ∼ 1, respectively.

Meanwhile, the height of the QRs shows a slight increase with a rise of TAs. For this

slight increase, it is assumed that an increase of TAs causes movement of Ga at the

center. The piling up of Ga atoms on the rims at higher TAs might promote an As

crystallization of QRs. In addition, it is shown that the heights of the present QRs

at high substrate temperatures tend to be lower (approximately 2 ∼ 3 nm) than the

heights of QRs grown at a low temperatures, as shown in Fig.2.1 ∼ Fig.2.3. Compared

to the QRs in Fig.2.1 ∼ Fig.2.3, the decrease in the height of the QRs in Fig.2.5 may

be due to a drilling effect on the surface.

The size of Ga droplets can affect As crystallization, since the solubility of As in

Ga droplets is limited. Fig.2.6 (a) ∼ (f) shows a change of As4 injection time for two

kinds of Ga droplets (Ga droplet 1 and 2). The Ga droplet 1 in Fig.2.6 (a) is 90 ∼
120 nm in width and 15 ∼ 20 nm in height. The Ga droplet 2 of Fig.2.6 (b) is ∼ 100
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2.2 Grown Single GaAs Quantum Rings and measurement

Figure 2.8: (a): A single ring structure observed by FESEM and AFM morphology (b)

nm in width and 20 ∼ 30 nm in height. That is, the size of Ga droplet 2 is larger

than Ga droplet 1. After As4 injection at 1.2× 10−7 Torr for 300s, both Ga droplet 1

and 2 was changed into the shape of rings or coffee beans, as shown at Fig.2.6 (c) and

(d). However, for As injection for 30 s in Fig.2.6 (e) and (f), the GaAs nanostructures

did not show ring shapes. The interesting thing is that the GaAs nanostructures in

Fig.2.6 (f) have a protrusion in the center of the structures. This is due to the lack of

As injection and residual Ga atoms in the center of the structures being crystallized at

the final As4 injection time under 3× 10−6 Torr for 2 min. This result also proves that

more Ga atoms leave the center in the case of larger Ga droplets.

2.2 Grown Single GaAs Quantum Rings and measure-

ment

The GaAs rings investigated in this thesis were thus grown as follow on an n-doped

GaAs (001). After thermal cleaning of the substrate under arsenic ambient at 600◦C, a

100 nm-thick GaAs buffer layer and a 50 nm-thick Al0.3Ga0.7As layer were grown suc-

cessively at 580◦C. The substrate temperature was decreased to 310◦C, and Ga metal

equivalent to 2 monolayer-thick GaAs was introduced to the substrate at the main

chamber pressure of ∼ 3×10−10 Torr. When the substrate temperature reached 200◦C,
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.9: Capped GaAs quantum ring sample for optical measurement.
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2.2 Grown Single GaAs Quantum Rings and measurement

Figure 2.10: General micro-PL setup (62).

arsenic tetramers were introduced to form GaAs rings. Finally, the rings were capped

with 60 nm-thick Al0.3Ga0.7As and 3 nm-thick GaAs for optical measurements in Fig1.

Also, asymmetric QR structures were observed in a field emission scanning electron

microscope (FESEM) image and atomic force microscope (AFM) image of uncapped

samples (Fig.2.8 (a),(b)).

The photoluminescence (PL) of a single QR was collected at 4 K using a confocal

arrangement, where frequency-doubled (400 nm) Ti:sapphire laser pulses (120 fs pulse

duration at a 80 -MHz repetition rate) were focused on the QR sample (∼ 6 QRs/µm2)

with a spot-size of 0.8µm2. A time-correlated single photon counting system was used

to obtain the time-resolved PL (TRPL).
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.11: Schematic diagram of the waveform from the individual time measurements.

The detection signal consists of a train of randomly distributed pulses due to the detection

of the individual photons(62).
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2.3 Experiemntal Setup

Figure 2.12: basic micro-photoluminescence setup for mesurement single level structure.

By flip mirror inside a spectrometer both time resolved and time integrated photolume-

nescence measurements are possible in this setup (63).

2.3 Experiemntal Setup

In µPL spectroscopy, the sample is optically excited by laser sources with a microscope

objective, then the PL from the sample is collected and dispersed. The objective lens

produces a laser spot size of 1µm. So as long as the density of QRs is low enough, this

1µm size laser spot enables to observe single QR structures.

2.3.1 Time Integrated µ-Photoluminescence

A typical setup is shown in Fig.2.10 and Fig.2.12, a frequency doubled Ti:Sapphire laser

of 400nm is used as the excitation source. The photoluminescence from the sample is

collected by an objective lens, then gathered by a grating spectrometer and spatially

dispersed to detect on a charge coupled device (CCD). The Titanium Sapphire (Ti:S)

laser hsa a titanium ion (Ti3+) doped sapphire crystal as the active medium. In this

study two different kinds of laser was used as excitation sources. First, a Coherent Mira
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.13: Hamamatsu C-4878 model PMT and power supply which are used for

photon measurement(64).

900 was used producing both picosecond and femtosecond pulses. The Mira 900 which

is pumped by coherent Verdi V8 diode laser can be tuned for emission in the range

700nm to 1000nm with an output of up to 1.5W. Second, a Mai-Tai Titanium: Sapphire

(Ti:S) was used to investigate exciton dynamics in a single level structure. The Mai-Tai

is pumped by a 532nm diode laser, and produces ouput pulses with 100fs duration at

80MHz. The output from this Mai-Tai mode-locked 100fs Ti:S is at 800nm with 1W

average power. For measurement, this 800nm output was frequency doubled to 400 nm.

2.3.2 Time resolved µ-Photoluminescence

Time resolved photoluminescence techniques enable us to observe the decay dynamics of

the photoluminescence from the observed sample. A pulsed laser source excited a single

QR then a periodic decay signal come from excited single QR. The emitted single photon

from the single QR is detected and gives statistical information to understand the life

time of a single QR. Fig.2.11 shows statistical information for counted photons from

the sample. A high level of timing accuracy is needed in the detector and correlation

electronics if reliable results are to be obtained. Fig.2.14 and Fig.2.15 shows a detailed
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2.3 Experiemntal Setup

Figure 2.14: Outline of the TCSPC setup with the additional of an externally controlled

amplifier which can be used for optimization of the recorded signal (63).

Figure 2.15: Reserved start-stop should be used with a delay in the reference channel to

stop the Time to Amplitude Converter (TAC) with the correct laser pulse(64).

33



2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

Figure 2.16: The Instrument response function of the FWHM limited by jitter is 45ps.

description of how to measure accurate photon numbers.

A commercial Becker & Hickl SPC-630 single photon counting card which gives two

inputs ( one for the excitation laser source and another one for the detected PL from

the photomultiplier tube (PMT) or avalanche photodiode (APD)) was used. The syn-

chronisation (SYNC) is used to generate electrical pulses from the laser output. Then,

the constant fraction discriminator (CFD) circuit deliveres an output pulse correlated

to detect accurate pulsed photon from PMT or APD. In this thesis, to measure fast

decay dynamics from a single QR structure, a Hamamatsu C-4878 MCP- PMT with 50

ps time limit is usually used. The collected signals from the CFD and SYNC are fed

to the Time to Amplitude Converter (TAC). The first pulse from the CFD activates a

TAC circuit which is stopped by the SYNC photon from the second detector. The TAC

determines the temporal position of the CFD signal relative to the SYNC pulse. Ther-

fore, the TAC output is proportional to the temporal position of the photon. Thus the

TAC gives us the time difference between the two different signals. Finally, this signal
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2.3 Experiemntal Setup

Figure 2.17: The quantum efficiency of Hamamatsu C-4878 MCP-PMT by

wavelength(64).
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2. SAMPLE GROWTH AND EXPERIMENTAL SETUP

is gathered at an analogue-to-digital converter (ADC). The ADC converts the signal

from the TAC to a digital value to produce the photon statistics shown in Fig.2.11.

The PMT is an extremely sensitive light detectors and this is achieved by multi-

plying the signal produced by the incident light, from which a single photon can be

resolved (65, 66, 67). The PMT consists of a glass vacuum tube which contains a

photocathode (electron generator), several dynodes (electron multiplier), and an an-

ode (electron collector). When an incident photon hits the photocathode material, an

electron is produced. Then, the electron is directed towards the electron multipliers

by the focusing electrode, where multiplication occurs through a secondary emission

process. The multiplied secondary electrons are collected at the anode which produces

an electron signal. Because of its high gain, low noise, high frequency response and a

large collection area, the PMT remains popular for detecting photon counting. Fig.2.13

shows Hamamatsu C-4878 MCP-PMT with power supply which are used to investigate

the decay dynamics in this thesis. The Hamamatsu C-4878 MCP-PMT is a thermoelec-

tric cooler constructed with enhanced electrostatic and magnetic shielding for stable

photon counting. This minimizes the influence of external noise on the photomutiplier

tube and thus significantly improves photometric accuracy. Also, the detection range

for incoming photons is 160nm-850nm, and has a time resolution corresponding to its

instrument response function (IRF) of 28ps in Fig.2.16 with 5% quantum efficiency at

680nm in Fig.2.17 which is enough to resolve the fastest decay dynamics in GaAs QRs.
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3

Polarization dependence of the

k=3 localized state

We performed spectroscopic studies of a single GaAs quantum ring with an anisotropy

in the rim height (68). The presence of an asymmetric localised state was suggested

by the adiabatic potential (18, 69). The asymmetry was investigated in terms of the

polarization dependence of excitons and biexcitons, where a large energy difference (∼
0.8meV) in the exciton emission energy for perpendicular polarizations was observed

and the oscillator strengths were also compared using the photoluminescence decay rate

(70). For perpendicular polarizations, the biexciton exhibits twice the energy difference

seen for the exciton, a fact that may be attributed to a possible change in the selection

rules for the lowered symmetry (71, 72, 73).

3.1 Theoretical calculations for the localized state inside

a single quantum ring

As shown in Fig.3.1(a) and Fig.3.2, the volcano-like ring structure was modelled in

cylindrical coordinates (z = z(r, φ)) based on atomic force microscope (AFM) im-

ages of uncapped GaAs QRs (Fig.2.8 (b)), where both anisotropy and asymmetry are

present (17, 27). The rim height is a maximum at the azimuthal angles of 0◦ and

180◦ along the [11̄0] direction, and a minimum at the perpendicular angles of 90◦ and

270◦ along the [110] direction, respectively. The in-plane shape is elliptical with the
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

Figure 3.1: (a): Volcano-like ring model for the rim height based on the AFM morphology

(b): the energy range of the radially confined levels for the azimuthal angle for the electron

and the hole and rim height for the azimuthal angle
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3.1 Theoretical calculations for the localized state inside a single quantum
ring

long axis along [11̄0], and the height in the middle of the QR is ∼ 3 nm. Since the

vertical height (7 ∼ 12 nm) is smaller than the ring size (∼ 50 nm), the fast verti-

cal wavefunction can be separated by the adiabatic approximation (15, 74, 75), where

the potential of electron and hole depends on the volcano-like ring structure respec-

tively as Ve,h(z, r, φ) ' Ve,h(z(r, φ)). Consequently, the adiabatic potential εke,h(r, φ)

can be obtained for the electron and hole separately by solving the vertical part of

the Schrödinger equation, where the vertical confinement is represented by the vertical

quantum number k. Fig.3.1 (b) shows adiabatic potential for different vertical quantum

numbers.

In the case of an ideal isotropic ring, εke,h(r) can be simplified by using a parabolic

function (∼ (r − r0)2), where the maximum ring height is positioned at r0 (76, 77).

Although the fine structure of the PL spectrum in a QR has often been attributed to

quantized rotational motion along the rim (27, 78), the cylindrical symmetry of a QR

can easily break down, which is similar to the case of an elliptical QD (79, 80). Also,

the anisotropy in the rim height requires an azimuthal angle-dependence of the verti-

cal confinement (81). Both the asymmetry of the in-plane ellipticity and the height

anisotropy have been mostly overlooked in previous spectroscopy (55, 82, 83). These

effects can be paramaterized in terms of εke,h(r, φ), which is similar to an inversion of

the asymmetric and anisotropic structure morphology (84, 85, 86).

The Schrödinger equation,

Heψ
(e)(r) = Eψ(e)(r) (3.1)

is solved by the adiabatic approximation with ansatz

ψ(e)(r) = ψ
(e)
k (z, ρ, ϕ)φ

(e)
kj (ρ, ϕ) (3.2)

index k numbers subbands due to the size quantization along z axis,

[−~2

2

∂

∂z

1

me(ρ, ϕ, z)
+ Ve(ρ, ϕ, z)]ψ

(e)
k (z, ρ, ϕ) = ε

(e)
k (ρ, ϕ)ψ

(e)
k (z, ρ, ϕ) (3.3)
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

Figure 3.2: Volcano-like ring structure with height for calculation

We can understand the adiabatic potential ε
(e)
k (ρ, ϕ) as corresponding to the global

eigen energy E
(e)
kj (87, 88, 89). The Schrödinger equation [Eq.3.3] gives us a fast de-

gree of freedom (along the z axis) which is solved numerically in a two-dimensional

grid in the (ρ, ϕ) plane. As a result, we can obtain the adiabatic potentials εke,h(r).

In Fig.3.3 (a), a real volcano like QR structure and corresponding adiabatic poten-

tial for the electron dynamics in a InxGa1−xAs/GaAs self-assembled quantum ring is

shown. If the central maximum of the adiabatic potential is sufficiently high, the adi-

abatic potential has two pronounced minima, which can be regarded as the potential

distribution of two quantum dots and if the minima in the potential are sufficiently

deep [shown in Fig.3.3 (b)], the electron can be localized in one of those qunatum dots

and in this case no persistent current occurs. When the depth of the potential minima

is reduced, electron tunneling is possible over the two seperate potential minima points.

To find the eigenstates for the in-plane electron dynamics, the Schrödinger equation

for the slow degrees of freedom is
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3.1 Theoretical calculations for the localized state inside a single quantum
ring

( b )

( a )

Figure 3.3: (a) ideal volcano like ring structure, (b) The adiabatic potential for the

delocalized electron motion on the volcano like ring structure(17).
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

[−~2

2
(5ρ,ϕ −

e

~
A)

1

m
(e)
k (ρ, ϕ)

(5ρ,ϕ −
e

~
A) + ε

(e)
k (ρ, ϕ)]× φ(e)kj (ρ, ϕ)

= E
(e)
kj φ

(e)
kj (ρ, ϕ) (3.4)

with the effective mass

m
(e)
k (ρ, ϕ) =

∫
dz | ψ(e)

k (z, ρ, ϕ) |2 me(ρ, ϕ, z) (3.5)

These give the eigenfunctions for the in-plane dynamics. Unfortunetely, the slow de-

gree Schrödinger equation with an adiabatic potential ε
(e)
k (ρ, ϕ) and position-dependent

effective mass m
(e)
k (ρ, ϕ) can’t be solved analytically (90, 91).

Therefore, we assume a simplified potential under a Fock-Darwin model to find the

in-plane direction eigenfunctions (93, 94, 95, 96).

ε
(e)
k (ρ) = ν

(e)
k + ω

(e)
k ρ2 (3.6)

This potential is isotropic, and the in-plane eigenfunctions can be expressed as

φ
(e)
knL(ρ, ϕ) = χ

(e)
knL(ρ)eiLϕ (3.7)

where n labels the radial solutions. These basis eigenstates are the Fock-Darwin

eigenfunctions in the two dimensional harmonic oscillator in a magnetic field which

were used in the theory of quantum dots (97, 98, 99, 100). So, based on Eq.(3.6), (3.7),

we can obtain the one-dimensional Schrödinger equation,

(χ
(e)
knL)

′′
+

1

ρ
(χ

(e)
knL)

′
+ [

2m
(e)
k

~2
(E

(e)
knL − ν

(e)
k ) +

L

l2
− L2

ρ2
− (α

(e)
k ρ)2]χ

(e)
knL = 0 (3.8)

where l =
√

~
(eH) is the magnetic length and

α
(e)
k =

√
1

4l4
+

2m
(e)
k ω

(e)
k

~2
(3.9)
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3.1 Theoretical calculations for the localized state inside a single quantum
ring

(b)

(a)
hm=10 nm

Figure 3.4: Adiabatic potentials (εk=3
e,h ) of the electron (a) and the hole (b) for a vertical

quantum number of k = 3 are shown, where the insets show the energy range of the radially

confined levels for the azimuthal angle for the electron and the hole, respectively (92).
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

(a) (b)

Figure 3.5: Adiabatic potentials (εk=3
e,h ) of the electron (a) and the hole (b) for a vertical

quantum number of k = 3 are shown, where the insets show the energy range of the radially

confined levels for the azimuthal angle for the electron and the hole, respectively.
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3.1 Theoretical calculations for the localized state inside a single quantum
ring

Figure 3.6: Energy ranges for vertical quantum number k = 1,k = 2 and k = 3 with

quantum rings in an ensemble.

Eq.(2.8) gives eigenfunctions

χ
(e)
knL(ρ) = CknLρ

|L| exp(−
α
(e)
k ρ2

2
)L(|L|)

n (α
(e)
k ρ2), (3.10)

n=0,1,2,....,

where L
(m)
n (x) are generalized Laguerre polynomials and CknL are normalization

constants. The corresponding eigenenergies are

E
(e)
knL = ν

(e)
k +

~2

m
(e)
k

[(n+
1

2
− L

2
)

1

l2
+ |L|α(e)

k ] (3.11)

Provided that the potential hill of εke,h(r, φ) is found near the azimuthal angles 90◦

and 270◦, the wavefunction delocalisation of the ground state depends on the tunnelling
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

Figure 3.7: Adiabatic potential, calculated in the absence (a) and in the presence (b) of

strain in the in-plane directions with angular coordinate ϕ (103, 104).

efficiency, which determines either localised (101, 102) or extended states. However, it

should be remembered that the number of confinement states can be a measure of the

confinement size, i.e., the higher rim (z) contains more vertical confinement states than

the lower rim. In other words, excited confinement states are allowed only at the limited

azimuthal angles of the high rim region as the k quantum number increases (17). We

found that vertical confinement states can be defined at all of the azimuthal angles up

to k = 2. Therefore, the vertical excited state of k = 3 is a criterion of the localisation.

As shown in Fig.3.5, the electron adiabatic potentials for k = 3 (εk=3
e (r, φ)) are localised

at limited azimuthal angles for three different QR heights (hm = 8, 9, 10 nm), where the

rim height is characterized with a parameter hm. As the QR height is decreased, the

localized potential area becomes reduced.

The adiabatic potentials of the electron (εk=3
e ) and hole (εk=3

h ) are compared for

hm = 10 nm in Fig.3.4 (27). Also, the radially confined energy of the adiabatic poten-

tial for φ = 0◦ and φ = 90◦ are estimated with the parabolic approximation for the
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3.1 Theoretical calculations for the localized state inside a single quantum
ring

electron and the hole (insets in Fig.3.4), respectively. Whilst the holes are confined

for all azimuthal angles (Fig.3.4 (b)), the electron is confined to the limited azimuthal

angles (−38◦ ∼ 38◦) (Fig.3.4 (a)) due to the shallow potential well compared to the

barrier energy in the conduction band (262 meV). Therefore, the ground eigen-energy

of the electron and the hole should be located in the range of the radially confined

levels for azimuthal angle (εk=3
e,h (φ)). For example, suppose the ground level of the

electron is located near 240 meV, the confined wavefunction becomes localised like a

crescent structure. However, the tunnelling wavefunction is extended up to ∼ 4.5 nm

in the barrier. On the other hand, the hole wavefunction also becomes localised when

the hole ground level is assumed to be ∼ 60 meV, but the tunnelling length is small

(∼ 0.7 nm) as the barrier energy in the valence band (195 meV) is still large. Conse-

quently, the localised area of the electron would be larger due to the large tunnelling

and PL quenching becomes significant for increasing temperature. We found the PL

intensity is nearly quenched beyond ∼ 45 K.

The exact ground state energy of the electron-hole (e-h) pair can be refined by

adding the Coulomb interaction to the independent e-h pair, i.e., the total energy is de-

termined by the ground state energy sum of each adiabatic potential and the Coulomb

energy. In the case of strong confinement, the effective Coulomb interaction was known

to be enhanced with a factor of 1.786. However, both the vertical and the lateral

confinement energy are far larger than the Coulomb interaction (∼ 4.2 meV for bulk

GaAs). Thus, the energy levels are dominated by the confinement effect, and this rough

model predicts the range of the e-h pair at the k = 3 state (1.814 ∼ 1.864 eV). As shown

in Fig.3, the PL spectrum was measured near the barrier (Al0.3Ga0.7As) energy. It ex-

hibits a strong polarization dependence for the exciton (X) and biexciton (XX) states

at 1.6 kWcm−2, where the nature of the XX emission appearing 5 meV below that of

the X was characterised by a quadratic rise in its PL intensity and the fast decay of the

TR-PL (Fig.3.9 (b)) relative to the X (105, 106). The X and XX emission spectra were

both measured simultaneously at a series of analyzer angles. We also observed the PL

spectrum in the predicted k = 3 range (1.813 eV, 1.821 eV, 1.832 eV, and 1.842 eV) at

different QRs; they all show the similar polarization dependence (107, 108, 109).
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

The wavefunction of the electron and the hole can be imagined roughly as an in-

version structure of the adiabatic potential in Fig.3.4. Since both εk=3
e and εk=3

h are

anisotropic, the e-h pair is likely to be localised in either of the two crescent structures

instead of delocalization around the whole rim (110, 111, 112). The localised e-h pair

can be verified in terms of the large energy splitting for perpendicular polarizations.

Since the localised states are of a crescent shape, the fine structure states resulting

from various different confinement dimensions may depend on the analyzer angle. Ad-

ditionally, during the sample growth, identical crescents are unlikely to be grown in an

anisotropic QR and the energetic resonance at k = 3 state between the two crescents

is vulnerable to small size differences (113). In this case, the e-h pair is favoured to be

localised to the larger crescent-like structure.

3.2 The Polarization dependence in exciton and biexciton

states

Whilst the two orthogonally polarized states of |X〉 and |Y 〉 in an elliptical QD (114,

115, 116) can be spectrally isolated by a linear polarizer (117, 118, 119), the fine struc-

ture states at different angles in the asymmetric εk=3(r, φ) can overlap in the PL spec-

trum of X. Therefore, the analyzer angle dependence of the PL intensity is mapped

at different energies in polar coordinates as shown in Fig.3.8 (b), where the maximum

intensity of each PL spectrum is normalized to make a comparison possible. For exam-

ple, the maximum PL intensity of X at 1.8208 eV measured at 0◦ is gradually reduced

until the analyzer angle rotates to 90◦, but increases again up to 180◦. Consequently,

this sinusoidal behavior gives rise to a dumbbell-like trace. All of the dumbbell-like

traces obtained at different energies are similar, but rotated in a regular manner. The

relative angular delay (θ) between the traces varies with emission energy. The trace at

1.8200 eV is 90◦-rotated with respect to that at 1.8208 eV, and an energy difference (∆)

of 0.8 meV is obtained. This value is remarkably large in comparison to the asymmetric

splitting (∆XY ∼ 0.1 meV) of an elliptical quantum dot (120, 121, 122, 123).

In the case of an elliptical quantum dot, an asymmetric electron-hole exchange

interaction leads to a splitting (∆XY ) of the double exciton state (| ± 1〉) into two
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3.2 The Polarization dependence in exciton and biexciton states

(a)

(b) (c)

(d)

Figure 3.8: PL spectrum of the X (a) and XX (d) at various analyzer angles in a single QR.

(b) Normalized PL intensity as a function of analyzer angle is mapped in polar coordinates

at various energies, whereby the relative angular delay (θ) of each dumbbell-like trace can

be obtained for the X and XX. (c) Schematic diagram of a multitude of transitions between

the fine structure states of XX and X.
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

singlet states (|X,Y 〉 = (| + 1〉 ± | − 1〉)/
√

2), where two linearly and orthogonally

polarized dipoles (|X〉 and |Y 〉) are defined along the principal axes of an elliptical

QD (117, 118, 124). This also gives rise to the same splitting of the biexciton emis-

sion (∆XY ), which involves the transition from biexciton to two singlet exciton states

(|X,Y 〉), respectively (125, 126). However, the energy difference for the perpendicular

polarization in the XX spectrum (Fig.3.8 (d)) is nearly twice (∼ 1.75 meV) that of X,

where the angular delay of 90◦ is measured by the dumbbell-like trace of XX. We have

also confirmed this phenomenon in QRs of different sizes.

When considering XX in this structure, two kinds of generation are possible; either

two Xs in the same localised crescent structure or separate Xs located in two identical

crescent structures are bound, respectively. Although the binding energy of the latter

case was known to be sub-meV(16), the generation can be inhibited by the small size

difference between the two crescent structures. For large GaAs QDs (30 ∼ 40 nm in ra-

dius), the XX binding energy is known to be a few meV (127, 128). Therefore, the large

binding energy (∼ 5 meV) in this result is likely to arise from a localised XX, which

consists of two Xs localised at the same crescent structure. The large asymmetric split-

ting (∆XY ∼ 1.75 meV) of the XX also supports a localised XX. When the symmetry

is lowered, it is known that the selection rules change significantly (129, 130). This can

give rise to an increase in the number of dipole-allowed transitions, i.e., a multitude

of transitions between the two-exciton and one-exciton states, resulting in a broad PL

spectrum for the XX. It is also noticeable that the XX PL spectrum in Fig.3.8 (d)

is rather broad. Consequently, as shown schematically in Fig.3.8 (c), a multitude of

transitions between the fine structure states of XX and X, which are denoted by the

relative angular delay (θ), may result in twice the splitting when compared to the X

for perpendicular polarizations because of the change in the ideal selection rules.

3.3 Polarization dependent time-resolved photolumines-

cence (TRPL) in exciton and biexciton states

Although the wavefunction distribution of the fine structure states is not clear, the

oscillator strength difference of these states can be observed in terms of the size depen-

50



3.3 Polarization dependent time-resolved photoluminescence (TRPL) in
exciton and biexciton states

Figure 3.9: TRPL of the of the localised state of X (a) and XX (b) in a single QR

measured at 1.6 kWcm−2 for various analyzer angles, where each PL rate shown in the

inset.
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE

dence of the PL decay rate, where the PL spectra for different confinement sizes are

isolated by the analyzer angle. As shown in Fig.3.9, TRPL of X and XX was measured

at various analyzer angles (θ), where the PL decay rates were obtained by a linear fit

to the monotonic decay section on a log scale (shown in the inset). We found that

the PL decay rates of both X and XX increase for increasing analyzer angle up to 90◦.

Interestingly, XX shows a novel feature in the size dependent oscillator strength. Since

the vertical confinement is not ground state (k = 3), the size dependence is possibly

dominated by lateral confinement. In the case of a disk-like QD structure formed at

the interface fluctuation of a GaAs/AlGaAs quantum well, it was known that the oscil-

lator strength goes to a minimum for a criterion QD radius ac ∼ 6 nm (131), which is

smaller than the Bohr radius (aB = 13 nm) of an exciton in bulk GaAs, and increases

for both the small (a < ac) and large radius (a > ac). As shown in Fig.2.8 (b), the

radial confinement size (2a) of a crescent-like structure is comparable to 2ac ∼ 12 nm,

which corresponds to the analyzer angle of 0◦. On the other hand, for increasing the

analyzer angle up to 90◦, the states of larger confinement size (a > ac) become resolved.

Therefore, we conclude that these results are the case of large lateral confinement size

(a > ac), where the oscillator strength increases for size.

Whilst the radiative recombination of the e-h pair is characterized by a single ex-

ponential decay after ∼ 400 ps, a plateau range is observed up to ∼ 300 ps in Fig.3.9

(a). This may be associated with extended states of the electron. Initially, the e-h

recombination occurs at the wavefunction overlap range between the localised electron

and hole. However, extended state keep feeding the electrons to the localised state.

State saturation in the plateau suggests the presence of a feeding source against the

intra-relaxation of the localised electron (k = 3) to the lower states (k = 2 or k = 1).

Furhermore, it is noticeable that the decay time (532±56 ps) of the X is relatively longer

than that seen in GaAs QDs (250±50 ps) (124). When compared to the recombination

rate of a hole near localised electrons, the recombination rate of a hole far from such

localised electrons can be reduced. This effect possibly results in the reduction of the

total decay rate in the k = 3 localised structure.
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3.4 Chapter Summary

3.4 Chapter Summary

In conclusion, the presence of an asymmetric localised state in a single GaAs/Al0.3Ga0.7As

QR was observed by its polarization dependence of the PL spectrum, which is in agree-

ment with the adiabatic potential of a volcano-like anisotropic morphology and the

polarization dependence of the PL spectrum. The fine structure states of the crescent-

like adiabatic potential were resolved by changing the analyzer angle, whereby a large

energy difference in the exciton (∼ 0.8 meV) and biexciton (∼ 1.75 meV) splitting was

observed for perpendicular polarizations, and the analyzer-angle dependence of the PL

intensity was mapped for an individual energy peak in the exciton PL spectrum, where

a dumbbell-like trace was obtained with a 180◦- period; the angular delay between

traces varies with emission energy. Also, the oscillator strength differences were also

compared in terms of the PL decay rate.
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3. POLARIZATION DEPENDENCE OF THE K=3 LOCALIZED STATE
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4

Excited excitons and biexcitons

in localized states in a single

quantum ring

In this chapter, the micro photoluminescence from a single GaAs quantum ring as a

function of excitation power will be discussed. Excited and biexciton states of localised

excitons in a single quantum ring have been investigated in terms of their dependence

on excitation power, temperature, polarization asymmetry, and time-resolved photolu-

minescence (132, 133, 134). The excited and biexciton states are localised in a crescent-

like structure in a quantum ring, and are observed to appear with increasing excitation

power, whilst calculations show that saturation of the localised ground state exciton

can be attributed to relatively fast dissociation of the biexciton (∼ 430 ps) compared

to the slow relaxation from the excited state to the ground state (∼ 1000 ps), in agree-

ment with time-resolved photoluminescence measurements. Large energy differences

in the emission energy for perpendicular polarizations, a broad linewidth, and a large

coefficient for optical-phonon interaction are found in the excited and biexciton states

compared to the localised ground state. These results are attributed to a large polarity

and selection rule change as a consequence of the asymmetric localised structure.

55



4. EXCITED EXCITONS AND BIEXCITONS IN LOCALIZED
STATES IN A SINGLE QUANTUM RING

(c)
(b)

(a)

Figure 4.1: (a) Electrons and holes are localised in the crescent-like adiabatic potentials

of the electron and the hole for a vertical quantum number k = 3 (εk=3
e,h ), respectively.

(b) A single ring structure observed by FESEM. (c) Biexciton (XX) and excited-exciton

(XN=2) emission lines of the localised ground-state exciton (XN=1) appear for increasing

excitation power.

56



4.1 Power dependence of XN=1, XN=2, and XX

4.1 Power dependence of XN=1, XN=2, and XX

GaAs rings (27) were grown discussed in chapter 3. The sample was excited by

frequency-doubled (400 nm) Ti:sapphire laser pulses (120 fs pulse duration at a 80 -

MHz repetition rate). The photoluminescence (PL) of a single QR was collected at 4 K

using a confocal arrangement, and a time-correlated single photon counting system was

used to obtain the time-resolved PL (TRPL) (135).

A volcano-like anisotropic morphology is present in the QR. The height anisotropy

gives rise to a crescent-shaped adiabatic potential (18), and localisation of the poten-

tial becomes significant as the vertical quantum number is increased. For a QR with

∼ 20 nm-radius and ∼ 10 nm-height, the energy of the exciton states with vertical quan-

tum numbers of k = 1 and k = 2 should be located near the bandgap of bulk GaAs

and at ∼ 1.7 eV, respectively. However, localised states for a vertical quantum number

of k = 3 can be seen at an energy close to the barrier (Al0.3Ga0.7As) bandgap. As

shown in Fig.4.1(a), localised adiabatic potentials (εk=3
e,h ) of the electron and the hole

for a vertical quantum number of k = 3 are crescent shaped up to an estimated ground

state energy of (241 meV) for the electron and (60 meV) for the hole.

This leads to a predicted PL energy for the ground state exciton XN=1 of∼ 1.812 eV,

which is in excellent agreement with the PL spectrum in Fig.4.1 (c) and Fig.4.4 (a). It

should be noted that the wavefunction contour areas should be larger than the localised

potentials due to tunnelling effects. In particular, the tunnelling is dominant for the

electron due to its shallow energy level with respect to the barrier. The blueshift in

the PL from XN=1 with increasing excitation power (Fig.4.1 (c)) suggests that fine

structure states are filled in a sequential manner giving rise to the observed blueshift.

Furthermore, the fine structure states of XN=1 within the ∼ 1.5 meV PL linewidth were

observed by measuring the PL at different linear polariser angles (Fig.4.4 (a)), and are

most likely associated with the crescent-like potentials (17, 136, 137, 138).

At previous reports ((27, 139, 140)), a single carrier level is calculated at both single

QR and double QR structures with ignorance of the Coulomb interaction between an

electron and a hole. In Figure 4.2, single carrier energy levels for electrons and heavy
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4. EXCITED EXCITONS AND BIEXCITONS IN LOCALIZED
STATES IN A SINGLE QUANTUM RING

Figure 4.2: Single carrier energy levels in (a) QR and (b) DQR with lowest radial quantum

numbers, Ne(h), and various angular momentum (up to 10) are presented. (c) Electronic

probability density in DQR for Ne=1, 2, and 3 with L = 0(27).
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4.1 Power dependence of XN=1, XN=2, and XX

holes are shown by radial quantum number Ne(h) and azimuthal quantum number L

which corresponds to the angular momentum. Two energy levels with ±L are degen-

erated at zero magnetic field (141, 142, 143). If the ring width is assumed negligible,

energy levels are described by ELe,h
= (~Le,h)2/(2m∗e,hR

2). Based on these assum-

tions, the optical transition energies are calculated and shown in Figure 4.3 at both

single and double QR structures. Even though the QR has an asymmetric structure,

as long as a QR maintains cylindrical symmetry roughly, the exciton fine structure

states (N,L) can be specified in terms of the additional azimuthal quantum number

(L), where the angular momentum of the rotational motion around a ring is quan-

tized (144, 145, 146, 147). Given the ring radius (R ∼ 20 nm) obtained from the

FESEM image and the effective mass of electron (e) and heavy hole (h) in GaAs (27)

(m∗e = 0.067m0 and m∗e = 0.51m0 with the electron rest mass m0), up to seven degen-

erate fine structure levels (Le,h = 0,±1,±2,±3) are possible within the PL linewidth

(∼ 1.5 meV) of the X (N = 1) and X (N = 2) state. As the excitation power is in-

creased, these fine structure states from X (N = 1) and X (N = 2) state are filled

sequentially, giving rise to a blueshift (Figure 4.1 (c)).

As shown in Fig. 4.1(c), two additional PL peaks emerge at low (1.808 eV) and high

energy (1.822 eV) with respect to XN=1 (1.812 eV) as the excitation power (Iex) is in-

creased. The superlinear increase of the PL intensity (∼ Iαex) was characterized in terms

of the power factor (α) by integrating the PL spectrum. α ∼ 2.3± 0.1 and ∼ 1.5± 0.1

were obtained for the low and the high energy peaks compared with α ∼ 0.9 ± 0.1

measured for XN=1 before saturation of the PL intensity. Therefore, the two additional

peaks can be attributed to biexciton states (XX) and excited exciton states (XN=2)

of the localised XN=1, respectively, where the radial quantum number N denotes the

states defined in the adiabatic potential (εk=3
e,h ) (148, 149, 150).

Both wavefunctions for XX and XN=2 are possibly more extended and asymmetric

than that of XN=1. As XN=2 is located ∼ 10 meV above XN=1, the range of XN=2 is

not extended significantly (∼few nm) in the contour areas of εk=3
e and εk=3

h . However,

a node of the wavefunction must exist in the middle of the crescent structure similar

to p-orbitals, possibly resulting in a large polarization dependence. On the other hand,

since XX consists of two XN=1s, the area could be nearly doubled, but shrinks due
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STATES IN A SINGLE QUANTUM RING

Figure 4.3: (a) Optical transition energies in a single QR at 15 kWcm−2. (b) The energies

of optical transitions in a DQR at 10 kWcm−2(27).
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4.2 Polarization dependence of XN=1, XN=2, and XX

to bonding. The observed binding energy of the XX (∼ 4 meV) is comparable to the

Coulomb interaction in bulk GaAs (∼ 4.2 meV), but still far smaller than the confine-

ment energy in this system. Therefore, the large range of XX in the crescent structure

may also give rise to a large polarization asymmetry. In the following we have inves-

tigated effects of the range size and the asymmetry of the wavefunctions in terms of

spectral linewidth, polarization asymmetry, and decay time.

4.2 Polarization dependence of XN=1, XN=2, and XX

Fig. 4.4 shows the polarization dependence in the PL for the XN=1, XN=2, and XX

for an excitation power of 2 kWcm−2. The presence of fine structure states associated

with the crescent shape of the adiabatic potentials manifest themselves in the shape of

the PL spectrum for different analyzer angles. The polarization dependence of the fine

structure states was analyzed quantitatively by mapping the analyzer angle dependence

of the PL intensity at different energies in polar coordinates. For instance, as shown in

Fig.4.4 (d), dumbbell-like traces were obtained for XN=2, where the maximum intensity

of each PL spectrum is normalized. The relative azimuthal angle delay (θ) between the

traces at different emission energies is compared to the PL spectrum at that analyzer

angle. An energy difference for perpendicular polarizations (i.e., θ = 90◦) can be used

as a measure of the polarization asymmetry (18), whereby we found that XX and XN=2

give a 2 and 1.5 times larger shift than that (∆ ∼ 0.8 meV) seen in XN=1, respectively.

If the local structure was symmetric, selection rules would allow only transitions

between XX(θ) and XN=1(θ) with the same θ. Therefore, the same energy differ-

ence would be observed for perpendicular polarizations at XN=1 and XX. However, the

asymmetry in the crescent-like structure likely breaks down the selection rule (108, 110),

whereby the increased number of transitions amongst the various XX(θ) and XN=1(θ)

transitions causes a broad linewidth and twice the splitting (2∆) for perpendicular po-

larizations compared to that seen for XN=1. On the other hand, the large polarization

splitting (1.5∆) of XN=2 is possibly associated with the shape of the wavefunction,

where a node is present as mentioned earlier. This may result in a relatively large level

spacing between the fine structure states of XN=2 compared to those of XN=1 defined
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Figure 4.4: The PL spectrum of the XN=1 (a), XX (b), and XN=2 (c) at various analyzer

angles in a single QR with an excitation power of 2 kWcm−2. (d) Analyzer angle depen-

dence of the PL intensity at different energies (XN=2) gives dumbbell-like traces, where the

maximum intensity of each PL spectrum is normalized, and the relative azimuthal angle

delay (θ) between the traces is also plotted in the PL spectrum.
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4.3 GaAs Q-ring PL temperature dependence measurements

in the asymmetric crescent-like structure. Additionally, the asymmetry possibly gives

rise to a large polarity (18, 117, 118), whereby the optical-phonon interaction can be

enhanced. This issue can be studied in terms of the broadening of the PL linewidth as

a function of temperature (151).

4.3 GaAs Q-ring PL temperature dependence measure-

ments

The ring’s shape and size determine the energy levels of exciton states in our GaAs Q-

ring. The shape of PL intensity curve by temperature dependence is similar to typical

curves seen for the temperature dependence of QD samples (152, 153). In the low tem-

perature regime, this curve tends towards a constant. At high temperatures, the curve

tends towards a straight line. Above 90K, the GaAs Q-ring PL was quenched strongly.

These results are well matched with our expectations of GaAs Q-ring. Because of strong

confinement and increased exciton-exciton and exciton-phonon interactions, the Q-ring

sample is much more sensitive to temperature than zero-dimensional QD samples.

We also cannot understand the intensity variation with temperature just based on

thermal activation processes as in QD samples (154). In QD samples, the observed

thermal quenching of the PL intensity is understood by an escape process of the dis-

sociated excitons into the corresponding barriers. However, due to the ring structure

(18), the escape process for a Q-ring of dissociated excitons is disturbed. The dissoci-

ated excitons can be trapped in the boundary between the Q-ring area and the barrier.

Also, defects and dislocations in the AlGaAs/GaAs buffer will provide increased non-

radiative channels to quench the luminescence and consequently reduce the efficiency of

the thermal activation process. So it is not easy to deduce a thermal activation energy

by only normal thermal activation processes in GaAs Q-rings, unlike GaAs QDs.

4.3.1 Temperature dependent PL spectrum

As shown in Fig.4.5 (a), the PL intensities for all three states decrease with increasing

temperature, but the PL intensity of XN=2 becomes relatively more dominant. As
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Figure 4.5: (a) Temperature dependence of the PL spectrum for XN=1, XN=2, and XX

with the excitation of 2 kWcm−2. (b) Temperature-dependent PL intensity normalized

with respect to that at 4 K for XN=1 and XN=1, and the spectrally-integrated PL intensity

ratio (η) of XN=2 to XN=1 for temperature.
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4.3 GaAs Q-ring PL temperature dependence measurements

shown in Fig.4.5 (b), the dependence of the PL intensity on temperature, I(T ), is nor-

malized with respect to that at 4 K, I(4K), and the ratio of the spectrally integrated

PL intensity of the XN=2 with respect to that of the XN=1, η(T ) =
∫
IN=2(T ) d(~ω)/∫

IN=1(T ) d(~ω), is also obtained as a function of temperature. In the case of strong

excitation, both XX and XN=2 are generated with the saturation of the XN=1 states at

low temperature. However, as the thermal energy becomes comparable to the binding

energy of XX (& 67 K), the pairing of two XN=1 states is significantly suppressed. On

the other hand, the energy difference between XN=1 and XN=2 is reduced due to the

larger γph of XN=2 compared to XN=1, i.e. the difference in ∆E(T ) in Fig.4.6. Con-

sequently, thermal excitation from XN=1 to XN=2 becomes enhanced, giving rise to an

increased growth rate for η(T ) as shown in Fig.4.5 (b).

4.3.2 Homogeneous linewidth and emission energy variation by tem-

perature dependence

The temperature dependence of the homogeneous linewidth of the exciton is described

by following formula:

Γ(T ) = Γ(0) + SacT + Sop
1

exp(~ωLO/kBT )− 1
, (4.1)

(Sac is exciton-acoustic phonon interaction coefficient, Sop is exciton-optical phonon

interaction coefficient)

Here the linear term in temperature is due to exciton-acoustic phonon scattering,

and the nonlinear term in temperature is due to exciton-LO phonon interaction. At

low T (kBT << ~ωLO), the linear scattering channel can contribute strongly. At high

T , exciton-optical phonon interaction is more stronger than exciton-acoustic phonon

interaction (Sop >> Sac). The linewidth broadening can be well fitted by formula

(4.1) in Figure 4.5 with Γ(0) ∼ 0.79 meV, Sac ∼ 14µeV/K and Sop ∼ 132 meV for X

(N = 1), Γ(0) ∼ 1.01 meV, Sac ∼ 14µeV/K and Sop ∼ 250 meV for X (N = 2) and

Γ(0) ∼ 1.2 meV, Sac ∼ 14µeV/K and Sop ∼ 240 meV for XX. Where the temperature-

independent linewidth (Γ
′

= 1.51Γ0(XX), 1.27Γ0(X
N=2)) and the coefficient of optical

phonon scattering (Sop = 1.81S0(XX), 1.89S0 (XN=2)) for XX and XN=2 were both

found to be large compared to those for XN=1 (Γ0 ∼ 0.79 meV, S0 ∼ 132 meV),
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Figure 4.6: Temperature dependence of the PL energy (open) and the linewidth (filled)

for XN=1, XN=2, and XX compared with Eq.4.1 and Eq.4.3

but no significant difference was found in the coefficient of acoustic phonon scatter-

ing (Sac ∼ 14µeV/K) amongst all three lines XN=1, XN=2, and XX.

The temperature dependence of the exciton emission energy in the GaAs Q-ring is

described in Figure 4.5. Below 20 K, the shift of the Q-ring gap is weaker than the

shift at high temperature. At low temperatures, only long wavelength phonons can

be excited. So the exciton-phonon interaction is weak below 20 K in GaAs Q-rings.

We investigated the temperature-induced change in the band gap energy by the Bose-

Einstein model. Usually, the band gap energy by temperature dependence is described

by Varshni’s formula.

Eg(T ) = E0 − aT 2/(T + b), (4.2)

E0 is the band gap energy at 0 K, a and b are Varshni’s coefficients, b is proportional

to the Debye temperature. However, if we consider phonon emission and absorption to
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4.4 Time-resolved PL between X (N=1), XX and X (N=2)

understand the band gap change, the Bose-Einstein model (155) can well describe the

temperature dependence of the band gap. In Figure 4.6, Bose-Einstein model describe

the band gap energy variation in temperature dependence.

Eg(T ) = E0 − 2aph/(exp(θB/T )− 1), (4.3)

Under Bose-Einstein model ( Eq.4.3), E0 is the band gap energy at 0K, aph repre-

sents the strength of exciton-average phonon (optical and acoustic) interaction and the

fitting parameter θB is the average temperature of both acoustic and optical phonons.

In Fig.3 (b), the obtained parameters are E0 ∼ 1.8126 eV, aph ∼ 34 meV and θB ∼ 150 K

for X (N = 1), E0 ∼ 1.8224 eV, aph ∼ 51 meV and θB ∼ 150 K for X (N = 2) and

E0 ∼ 1.8076 eV, aph ∼ 43 meV and θB ∼ 150 K for XX. Where the coupling energy

to the phonon bath for XX and XN=2 (aph=1.26a0 (XX), 1.50a0 (XN=2)) was found

also to be large compared to that of XN=1(a0 ∼ 34 meV) with an optimum effective

phonon temperature of θB∼ 150 K. As expected, these results confirm the stronger

phonon interaction of XX and XN=2 compared to that of XN=1. It is also interesting

that XN=2 has a slightly larger Sop and aph than XX. This supports the conjecture of

a large polarity in the XN=2 state. We can confirm stronger linewidth broadening is

attributed to strong exciton-LO phonon interaction and scattering between X(N = 1),

X(N = 2) and XX, also stronger exciton–average phonon interaction is contributed to

faster band gap change at X (N = 2) and XX.

4.4 Time-resolved PL between X (N=1), XX and X (N=2)

In order to investigate the relaxation amongst the three exciton states, time-resolved

photoluminescence (TRPL) was measured at XN=1 (1.8122±0.0007 eV), XN=2 (1.8225±
0.0005 eV), and XX (1.8078 ± 0.0003 eV), respectively. The excitation powers used in

the measurements presented in Fig.4.7 (b) and Fig.4.7 (c) correspond to the onset of

XX emission (1.6 kWcm−2) and the saturation of the XN=1 emission (6.2 kWcm−2),

respectively. As shown schematically in Fig.4.7 (a), the underlying dynamics can be

67



4. EXCITED EXCITONS AND BIEXCITONS IN LOCALIZED
STATES IN A SINGLE QUANTUM RING

(a)

(b)

(c)

Figure 4.7: (a) Schematic diagram of the transitions between the energy levels of the

excited (EX) state, XN=1, XN=2, and XX, where each of TR-PL was measured for an

excitation power of 1.6 kWcm−2 (b) and 6.2 kWcm−2 (c). The calculations (solid lines) are

in agreement with the experimental results (dots).
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4.4 Time-resolved PL between X (N=1), XX and X (N=2)

modelled by using coupled rate equations for XN=1, X N=2, and XX:

dNex

dt
= g(t)− Nex

τex
, (4.4)

dNxx

dt
= γ

Nex

τex
− Nxx

τxx
, (4.5)

dNx2

dt
= α

Nex

τex
− Nx2

τ2
− Nx2

τ21
, (4.6)

dNx1

dt
= β

Nex

τex
+
Nxx

τxx
+
Nx2

τ21
− Nx1

τ1
. (4.7)

Initially, carriers are generated in the excited state (denoted by ex) from the ground

state by injection of a laser pulse (g(t)), which then relax quickly to XN=1, X N=2, and

XX in a relaxation time (τex). In the case of strong confinement, XN=1 can be filled

quickly in a few picoseconds via fast Auger scattering rather than by cascade relax-

ation (156). Because of the limited time-resolution of our TCSPC system (∼ 50 ps), we

cannot determine τex, therefore the initial population of the XN=1 (Nx1), XN=2 (Nx2),

and XX (Nxx) are given by multiplying the intra-relaxation rate (1/τex) by the weight

factors (β, α, and γ), respectively, i.e., the initial carriers are distributed among XN=1,

XN=2, and XX such that α+ β + γ = 1.

The XX dissociates into XN=1 by radiative recombination during τxx, XN=2 how-

ever, can either relax into XN=1 or decay radiatively to the ground state. As a result,

Nx1 can be enhanced by the intra-relaxation of XN=2 or the radiative dissociation of

XX. At an excitation power near the XX onset (1.6 kWcm−2) (Fig.4.7 (b)), the PL

decay time of XN=2 is comparable to that of XX despite the presence of the two kinds

of processes in the X N=2. Therefore, the intra-relaxation between XN=2 and XN=1

is possibly slow, otherwise, Nx2 would show a faster decay than that of XX. When

the initial weight factors (α = 0.2 and γ = 0.26) of XN=2 and XX are used, optimum

time constants for the intra-relaxation (τ21 = 1000±20 ps) and radiative recombination

times of XN=2 (τ2 = 600± 20 ps), XN=1 (τ1 = 500± 15 ps), and XX (τxx = 450± 10 ps)

are obtained. These results confirm that the Nx1 enhancement is dominated by Nxx.

A similar result has been obtained at the higher excitation power of 6.2 kWcm−2,

where the PL intensity of XN=1 is saturated. When compared with the data for
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1.6 kWcm−2, the initial TRPL intensity of both XN=2 and XX is increased with respect

to that of XN=1, but no significant change in the decay dynamics of XN=1 and XX is

seen (a slight change in the error bar; τxx = 430 ± 10 ps is observed). This result also

agrees with our calculations. We found again that the Nx1 enhancement is attributed

to Nxx; the weight factor increase of XX (γ = 0.44) is critical whilst other constants

barely change within the fitting error. Those results suggest that the relatively fast

dissociation of XX fills up the XN=1 states, then the occupied states of XN=1 block the

intra-relaxation between XN=2 and XN=1.

4.5 Chapter Summary

In conclusion, we claim the presence of excited (XN=1) and bi-exciton (XX) states

of the localised ground state exciton (XN=1) in a volcano-like single QR structure.

Both XN=2 and XX show a large polarization asymmetry, a broad linewidth, and a

strong optical phonon-interaction when compared to XN=1. These are attributed to

selection rule changes and a large polarity induced by the asymmetry arising from a

local crescent-like structure in the QR. We also find that saturation of the XN=1 is

dominated by fast dissociation of XX and slow intra-relaxation of XN=2.
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5

Optical properties of the k=2

delocalized state

Based on the theoretical calculations in Chapter 3, we deduce that the localization

states of excitons are changed by the vertical quantum number. At the delocalized

state (k = 2), micro photoluminescence (µ-PL) is observed as the excitation power is

increased and shows a different trend when compared with that at the k = 3 localized

state. Fine structure in the energy levels of the exciton and biexciton states is measured

with a red shift seen when the excitation power is increased (157, 158, 159, 160, 161).

This red shift is attributed to wavefunction delocalization as the power density in-

creases. The polarization dependence is reduced by an increase in the power density.

To help confirm this apparent power-dependent delocalization, time-resolved photolu-

minescence (TR-PL) measurements were undertaken at different power densities. We

find an increased life time with increasing excitation power. Also, the QR size de-

pendent polarization splittings are reduced from 0.8meV to 0.1meV as the exciton

confinemnet energy is decreased (162, 163). These polarization splittings strongly sup-

port the variation of localization by vertical quantum number k.

71



5. OPTICAL PROPERTIES OF THE K=2 DELOCALIZED STATE

5.1 Power dependnet micro PL in the k=2 delocalized

state

The power dependent phtoluminescence is presented in Fig.5.1 (a). As shown Fig.5.1

(a), two additional PL peaks appear at lower (1.680 eV ) and higher (1.688 eV ) energy

with respect to the ground state exciton (1.682 eV) as the excitation power is increased.

The PL peak distribution looks similar to that seen for the k = 3 localized state in

Chapter 4. However, the excess energy (6 meV) of the higher energy peak is decreased

in comparison to the 10 meV excess energy for the excited exciton state (N = 2) in the

k = 3 localized state for asymmetric single GaAs QRs.

The lower energy behaves as biexciton (XX) emission, due to its rapid rise relative

to the exciton peak and the fast decay of the TR-PL (Fig.5.2 (a),(b)). Also, the su-

perlinear increase of the PL intensity (∼ Iαex) was characterized in terms of the power

factor (α) by integrating the PL spectrum. α ∼ 2.1±0.1 and ∼ 1.5±0.1 were obtained

for the low and the high energy peaks compared with α ∼ 1± 0.1 measured for XN=1

before saturation of the PL intensity. The biexciton binding energy (2 meV) is also de-

creased at the delocalized k = 2 state when compared to the 5 meV biexicton binding

energy at the localized k = 3 state (18). The decreased excited state binding energy

and biexciton binding energy at the delocalized k = 2 state can be attributed to weak

confinement due to wavefunction delocalization.

Asymmetry and anisotropy can also affect exciton energy levels which are calcu-

lated by the principal (radial) quantum numberN (=1,2,...), and an azimuthal quantum

number L, corresponding to the angular momentum (27, 34). Selection rule breaking

for asymmetric and anisotropic structures was already reported in our previous results

(18). Also in Fig.5.1 (a), the XX PL spectrum is rather broad. We already metioned

that if the QR symmetry is lowered, significant selection rule breaking from ideal opti-

cal transitions is expected by valence-band mixing and Coulomb interaction (108, 110).

At the delocalized k = 2 state, this selection rule breaking is also observed because of

asymmetry and anisotropy. Particularly in Fig.5.2 (b), a delay between the X (N = 1)

and XX decay trace and a rounding of the X (N = 1) decay trace is observed. Both

the delay time and the rounding effect can be explained by the refilling of X states by
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5.2 Polarization dependence by power dependnece

radiative decay of XX states which is described by the process XX → X + photon.

These effects have already been reported for both CdSe QDs (133) and InGaN QDs

(164).

In Fig.5.1(a), as the excitation power is increased, exciton state and biexciton state

peaks show a redshift. The fine structure energy levels of the ground state exciton

(N = 1) are examined in more detail in Fig.5.1 (b). The ground state exciton (N = 1)

peak shifts from 1.6820 eV to 1.6816 eV ( 0.4 meV red shift) with increasing excitation

power density. A similar redshift is also measured at the excited state exciton (N = 2)

and biexciton (XX) energy peaks. This redshift can be attributed to an increase of

the wave function density. At low excitation power, carrier wave function is existed as

a delocalized state. However, as the excitation power is increased, the carrier density

will increase continuously. In other words, the carrier wave function will be delocalized

more at high excitation power than that at low excitation power in delocalized k = 2

state. At low excitation power, the carrier wave function is distributed in a shape

like a collapsed donut on the volcano-like QR structure. As the excitation power is

increased, the carrier wave function changes to a complete donut-shaped wave function

for the QR. To confirm this wave function state variation, power dependence polariza-

tion change and time-resolved PL at X(N = 1) is presented in Fig.5.3. If the wave

function is delocalized by excitation power increase, the polarization dependence will

decrease and life time will increase.

5.2 Polarization dependence by power dependnece

As shown in Fig.5.3, the PL spectrum was measured at different power densities. It

exhibits a polarization dependence change for the ground exciton state (X (N = 1))

from 1.6 kWcm−2 to 6.2 kWcm−2. In Fig.5.3 (a), the polarization-dependent energy

difference is 0.27 meV for the ground state exciton (X (N = 1)) at 1.6 kWcm−2. This

energy difference is attributed to an asymmetric electron-hole exchange interaction.

The two orthogonally polarized states of |X〉 and |Y 〉 can be spectrally isolated by a

linear polarizer. A splitting (∆XY) of the double exciton state (| ± 1〉) into two singlet

states (|X,Y 〉 = (|+ 1〉 ± | − 1〉)/
√

2) is possible, where two linearly and orthogonally
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Figure 5.1: (a) Excited X (N = 2) and XX states appear from a single GaAs QR with

increasing excitation power. The exciton and biexciton states are also red-shifted due to

the delocalized wave function. (b) The fine structure of the X (N = 1) state PL spectrum,

which red-shifts.
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Figure 5.2: (a) TRPL of X (N = 1) and XX. (b) PL intensity from XX is compared with

that from X (N = 1) as the excitation power is increased at the delocalized state k = 2.

polarized dipoles (|X〉 and |Y 〉) are defined along the principal axes of an asymmetric

structure.

The PL spectrum exhibits a weak polarization dependence relative to that at the

localized k = 3 state. The energy difference by polarization angle change was 0.8 meV

for the ground state exciton ( X (N = 1)) at the localized k = 3 state with excitation

density of 1.6 kWcm−2 as shown in Fig.5.5 (b) (18). In Fig.5.3 (a), the polarization

splittings were measured to be 0.27meV at 1.6 kWcm−2, 0.18meV at 3.2 kWcm−2 and

0.1meV at 6.2 kWcm−2, respectively. The polarization dependence decreased as the

exciton power increased. This means that the energy differences between linealy and

orthogonally polarized dipoles decrease as the wave function is delocalized. The PL

spectrum indicates a red-shift as the analyser angle increases, but the PL intensity

decreases significantly at all different excitation power densities. At the low excitation

power density (1.6 kWcm−2), the measured life time is 870 ps which is longer than the

650ps seen for the k = 3 localized state with 1.6 kWcm−2 excitation Fig.5.3 (b). It

is expected that the carrier life time will increase as the wave function is delocalized

due to a decrease in the confinement energies. In Fig.5.3 (a), we already confirmed
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Figure 5.3: (a) PL spectrum of the X (N = 1) from 1.6 kWcm−2 to 6.2 kWcm−2 under

rotating analyzer angles in a single QR. (b) TRPL of the delocalized state of X (N = 1)

from 1.6 kWcm−2 to 6.2 kWcm−2.
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5.2 Polarization dependence by power dependnece

Figure 5.4: (a) localization for low power density (b) localization for high power density.

that the carrier wave function was extended and delocalized following an increase in

the excitation power density. To verify the wave function delocalization, time-resolved

decay traces for X (N = 1) were measured at different power densities and presented

in Fig.5.3 (b). As the excitation power is increased, the life time of X (N = 1) state

increases from 870ps at 1.6 kWcm−2 to 1ns at 6.2 kWcm−2. This increased life time

supports the delocalization of the wave function with increasing power density. If the

wave function of the carriers were not delocalized, the life time would be expected to

be shortened as the power density increased. However, an increased life time is seen as

the carrier wavefunction is delocalised as shown in Fig.5.3 (b).

These polarization-dependence and time-resolved results with increasing excitation

power density strongly support the variation of the carrier wave function. Fig.5.4 shows

how the carrier wave functions change with excitation power density. It shows a de-

localized carrier distribution at the delocalized k = 2 state which was expected from

the theoretical calculations in Chapter 3 for the low excitation power density in Fig.5.4

(a). The carrier wave function is definitely covered the whole area. However, as the

excitation power density is increased, the carrier wave function becomes more delocal-

ized. Fig.5.4(b) shows that the carrier wave function is strongly delocalized at high

excitation power density.
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Figure 5.5: The polarization splttings of the X (N = 1) at different confinement energies

(a), Comparison of polarization splittings of X (N = 1) between the localized k = 3 state

and the delocalized k = 2 (b).
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5.3 Polarization dependence on ring size

5.3 Polarization dependence on ring size

We present polarization splittings for various confinement exciton energies in asym-

metric QRs in Fig.5.5 (a). The lower the exciton confinement energies are for the QR,

the smaller are the polarization splittings seen. This result again strongly supports the

assertation that wavefunction localization of the exciton state determines the polariza-

tion splittings. In an elliptical QD, the polarization splitting is reported to be 0.1meV

by isolation between two orthogonally polarized states of |X〉 and |Y 〉. However, in an

asymmetric QR, the polarization splittings are distributed over a wide range as shown

in Fig.5.5 (a). The strong polarization splitting in the k = 3 localized X (N = 1) state

is compared with the weak polarization splitting in the k = 2 delocalized X (N = 1)

state in Fig.5.5 (b).

Based on atomic force microscope (AFM) images of uncapped GaAs QRs (18), a

realistic QR morphology is two asymmetric crescent structures. Under these two seper-

ate crescent structures, the adiabatic potential εk(r, φ) can be obtained by solving the

vertical part of the Schrödinger equation. Theoretical calculations of the adiabatic

potential εk(r, φ) suggest that the vertical state k = 3 is a criterion for a localization.

Up to k = 2, the wave function of the ground state exciton exists all around the two

crescent structures. However, for k = 3, the wave function is strongly confined in the

bigger crescent strucutre. So, the wave function of k = 3 is localized under strong

confinemnet. The more extended and delocalized wavefunction is less vulnerable to

the asymmetry and anisotropy. So, in Fig.5.5 (a), we can deduce that wave function

localization makes a difference for polarization splttings. As the exciton confinement

energy is decreased, the polarization splittings also decrease (165).

5.4 Conclusion

In conclusion, we have shown that the fine structure of the exciton and biexciton states

at the delocalized k = 2 state are red-shifted due to the carrier wave function delo-

calization. The energy difference by polarization is decreased at the k = 2 state and

also decreases continuously with increasing excitation power density. This reduced po-

larization dependence strongly supports the existence of a delocalized wave function
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in the QR. To confirm this delocalization, a time-resolved PL was measured at vari-

ous excitation power densities. An elongated life time with increasing power density

implies wave function delocalization due to weak confinement energies. As the various

exciton confinement energies vary, the poalrization splittings chage from 0.8 meV at

the localized k = 3 state to 0.1meV at the delocalized k = 2 state.
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6

Aharnov-Bohm effect in a single

QR

6.1 Why Aharnov-Bohm oscillation in a single QR

A canonical manifestation of the Aharonov-Bohm (AB) effect occurs in an experiemnt

in thin solenoid that bears the magnetic flux φ in Fig.6.1. In quantum mechanics,

the same particle can move between two different points by a variety of paths. So,

this phase difference can be obtained in a solenoid between the slits of a double-slit

experiement in Fig.6.1. An ideal solenoid encloses a magnetic field B, but there is

no magnetic field outside of solenoid cylinder. Therefore, the charged particle passing

outside of a solenoid experiences no magnetic field B. However, there is a vector po-

tential A outside of a solenoid cylinder with enclosed flux. The relative phase between

different particles passing through one slit or the other slit can be changed by whether

the solenoid current is turned on or off.

Recently, quantum ring (QR) structure is of great interest for the optical Aharonov-

Bohm (AB) effect, which is analogous to the oscillation of conductance as a function of

magnetic flux in an AB interferometer made of a quantum point contact(167, 168). So

far, the optical AB-like oscillations have been observed in charged excitons and type-2

quantum dots (QD)(48, 169). However, convincing experiments on the neutral excitonic

AB effect is limited(170, 171). The optical Aharonov-Bohm effect is an intersting

physical phenomenon that occurs in neutral excitonic systems in which the charge
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6. AHARNOV-BOHM EFFECT IN A SINGLE QR

Figure 6.1: Schematic picture of magnetic Aharnov-Bohm effect(166).

Figure 6.2: (a) The AB effect for a charged particle depends on the magnetic flux (b)

For a neutral exciton, the magnetic flux in a closed cylindrical geometry depends on the

difference in their relative rotation(3).
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6.1 Why Aharnov-Bohm oscillation in a single QR

Figure 6.3: (a) Schematic band structure of a single QR. (b) Electron and hole are

moving on concentric ring trajectories in the presence of a perpendicular magnetic field.

The magnetic flux 4φ through the area between the two trajectories creates a topological

Aharonov-Bohm phase in the exciton wavefunction(3).

carriers are confined and polarized in Fig.6.2. A magnetic field which is penetrating

the enclosed area of charge carries determines a phase shift of their wavefunctions

proportional to the magnetic flux. Normally, the AB effect is observed in charged

system, however the neutral exciton in a single QR structure are strongly polarized

along the radial direction of a circular orbit in Fig.6.2 (b). So, the magnetic flux area

which determines a phase shift of AB effect depends on the radius difference between

an electron and hole. One simple model for a neutral exciton, a bound electron-hole

pair in a QR is a system with two circular orbits for the carriers in Fig.6.3 (a). If the

electron and hole are uncoupled (like very weak Coulomb attraction) and move on two

rings with different radius Re and Rh, in the presence of an external magnetic field,

the energy of the electron-hole pair takes

Eexc = Eg +
~2

2meR2
e

(le +
φe
φ0

)2 +
~2

2mhR
2
h

(lh −
φh
φ0

)2, (6.1)

where Eg is term that includes the band gap energy, le and lh represaent tyhe

angular momenta of the electron and hole,repectively. φ0 is the flux quantum (h/e).

The magnetic field B enters through the magnetic fluxes φe=πR
2
eB and φh=πR2

hB

which describe the quantum phases accumulated by the wave function of particles.
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6. AHARNOV-BOHM EFFECT IN A SINGLE QR

This equation assumes non-interacting electron and hole, an independent motion of the

carriers. If a strong Coulomb attraction between the particles is included, they will

rotate together as shown in Fig.6.3 (b). ; the exciton is described by

Eexc = E
′
g +

~2

2MR2
0

(L+
4φ
φ0

)2, (6.2)

where L=le + lh is the total momentum of an exciton, R0=(Re + Rh)/2, and

M=(meR
2
e + mhR

2
h)/R2

0. The magnetic field penetrates via thre magnetic flux, 4φ,

through the area between the particle path area in Fig.6.3 (b). :

4φ = φe − φh = πB(R2
e −R2

h). (6.3)

6.2 The Aharnov-Bohm oscillation in a localized state k =

3

As the exciton state is strongly localized ( already confirmed in the previous chapters),

delocalisation around the whole rim in a QR is unlikely. However, provided that an ex-

ternal magnetic field (B) is strong enough to overcome the energy barrier between the

two separate localised states in an anisotropic QR, a phase coherent delocalisation can

be induced; as persistent current(17) was induced in an anisotropic QR beyond ∼ 14 T,

it is challenging to observe an induced excitonic AB oscillation in an anisotropic QR

beyond a threshold magnetic field.

We measured magneto-PL of localised excitons (Fig.6.4 (a)) at around energy

(E(0) = 1.781 eV) in the absence of B compared to the XN=1 (1.812 eV) in Fig.4.1

(chapter 4), which possibly gives rise to more extended localised structure and a reduced

threshold magnetic field. Spectral splitting of the localised excitons in an anisotropic

QR becomes significant when B & 4 T, where the Zeeman splitting becomes compa-

rable to the energy difference for perpendicular linear polarizations (∼ 2 meV), simi-

lar to the case of asymmetric quantum dots(117). The high (E(σ−)) and low energy

(E(σ+)) of the exciton for B (Fig.6.4 (b)) were obtained by Lorentzian fitting, whereby

exciton g-factor (gX = [E(σ+) − E(σ−)]/µBB ∼ −0.2) and diamagnetic coefficient
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6.2 The Aharnov-Bohm oscillation in a localized state k = 3

Figure 6.4: The PL spectrum (a) and fitted peak energy (b) of localized exciton Zeeman

doublet with increasing an external magnetic field, where the energy oscillation is not

significant with an error range of 20µeV after removing Zeeman splitting and diamagnetic

shift (c).
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(γ = [E(σ+)+E(σ−)]/2−E(B=0)
B2 ∼ 1.3µeVT−2) were also obtained.

These small values can be attributed to the small lateral area of local structure.

After removing the Zeeman splitting and diamagnetic shift (Fig.6.4 (c)), an energy

drifting for B is seen in an range of 20µeV. However, it is difficult to define a signifi-

cant period. It is therefore possible that 14 T is an insufficient field to produce a phase

coherent delocalization around the whole QR.

6.3 Chapter summary

In conclusion, magneto-micro PL at strongly localized state is investigated from 0 T

to 14 T. We conclude a phase coherence around the whole rim is inhibited in the case

of strong localization, resulting in no significant excitonic AB oscillations up to 14 T.

Based on our works, the degree of localization is a important factor to observe the AB

oscillation at asymmetric QR structure.
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7

Optical properties of other

samples

7.1 Single Walled Carbon Nanotubes

Structurally, carbon nanotubes are made up of sp2 bonded carbon atoms which behave

like rolled up sheets of graphene. Single walled carbon nanotubes (SWCNTs) are an

especially interesting material in condensed matter physics. They are ideal prototype

materials to investigate 1-D physics and strong Coulomb correlations and have been

discovered to exhibit exotic Luttinger liquid physics. Their electronic properties are

very sensitive to their microscopic structure and symmetry, covering a wide energy

spectrum. So they can be either metallic or semiconducting with varying bandgaps

upon their diameter and chirality.

7.1.1 Introduction to single walled carbon nanotubes

Carbon nanotubes were discovered in 1991 (173) and have been found to exhibit a wide

variety of exceptional electronic and mechanical properties. In particular, single walled

carbon nanotubes (SWCNTs) have been investigated with great attention in last ten

years as strong PL emitters with good quantum yield.

SWCNTs can be thought as a graphene sheet that has been rolled up to form a

seamless cylinder. A single walled carbon nanotube whose chiral vector has coordinates

n,m is called an (n,m) nanotube. In Fig.6.1, according to the n,m numbers, nanotubes
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Figure 7.1: Nanotubes that can be formed by rolling up a graphene sheet with coordinates

(n,m) showing the different kinds of tubes possible(172).
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7.1 Single Walled Carbon Nanotubes

Figure 7.2: The whole family of nanotubes based on different (n,m) coordinates(172).

Figure 7.3: The density of states in metallic and semiconducting single walled carbon

nanotubes with Van Hove singularities(174).
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can be classified as armchair nanotubes when n = m, zigzag nanotubes with (n, 0) and

chiral nanotubes for all the other n,m combinations.

Basically, you can roll up the sheet along one of the symmetry axes: this gives

either a zig-zag tube or an armchair tube. It is also possible to roll up the sheet in

a direction that differs from a symmetry axis: you then obtain a chiral nanotube, in

which the equivalent atoms of each unit cell are aligned on a spiral. Besides the chiral

angle, the circumference of the cylinder can also be varied. In general, the whole family

of nanotubes is classified as zigzag, armchair, and chiral tubes of different diameters in

Fig.6.2.

Also, the metallicity of a SWCNT can be determined from its diameter and chirality.

When the ratio n − m/3 is an integer then the corresponding nanotube is metallic,

otherwise it is semiconducting.

The electronic transitions within the one-dimensional density of states (DOS) de-

termine the optical properties of carbon nanotubes. A typical feature of 1D structures

is the discontinuous function of energy in their DOS. Because of the one dimensional

nature of a carbon anotube, it has a series of van Hove singularities. Electronic tran-

sitions are possible between van Hove singularities which are labelled for transitions

between Ci and Vj . Fig.6.3 shows density of states in metallic and semiconducting

SWCNTs connecting with the valence and conduction energy bands. In a semicon-

ducting material, with larger than band gap excitation energy, an electron in the ith

valence band can be excited to the jth conduction band.

7.1.2 Micro-photoluminescence of SWCNTs

Most of previous investigated results on the optical properties of SWCNTs can be ex-

plained by classical optics. In this thesis, we try to measure micro-PL from a SWCNT

with a sharp Lorentzian lineshape ( 0.76meV) (in Fig.6.6) and the spatial dispersion

of a SWCNT is confirmed by atomic force microscopy (AFM). High density SWCNTs

exhibits broad spectral peaks at room temperature. However, to measure single level

micro PL, a dilute solution is deposited with a mean density below one nanotube per

µm2. Then, to confirm the individual SWCNT location on the sample, we used a gold

metal mask on the SWCNT sample surface to limit the number of nanotubes illumi-

nated in Fig.6.4 (a). In Fig.6.4 (b), an AFM image was recorded to show the location

of the SWCNT with PFO polymer coating to inhibit quenching of the PL near the hole
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7.1 Single Walled Carbon Nanotubes

Figure 7.4: (a) Dilute single walled carbon nanotube-PFO polymers on a gold metal mask

(b) AFM of dilute single walled carbon nanotube-PFO polymers on a gold metal mask
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7. OPTICAL PROPERTIES OF OTHER SAMPLES

Figure 7.5: (a): Micro photoluminescence from a single carbon nanotube; (b) Micro

photoluminescence from a bundle of carbon nanotubes

Figure 7.6: An ultranarrow PL from an individual CNT with FWHM of 0.76meV
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Figure 7.7: A photoluminescence excitation map from a single carbon nanotube

of the Au mask. The SWCNT is approximately 1.5µm in length with a 3 nm diameter.

The term photoluminescence means that light is absorbed by a medium, generating

an excited state, and then light with lower frequency is re-emitted to a ground state.

The excitation used here was in the energy range of the E22 excitonic manifold while

the PL was originated from the E11 exciton. In Fig.6.5 (a) and (b), micro PL signals

of single carbon nanotubes and bundle carbon nanotubes are investigated. Narrow

linewidths from single carbon nanotube are measured with a FWHM of 800µeV as

shown in Fig.6.5 (a).
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Figure 7.8: (a): Power dependent micro-PL (b) State filling effect from a single carbon

nanotube

7.1.3 Photoluminescence excitation of SWCNTs

The energy band structure of a single carbon nanotube which is closely related to the

optical absorption is investigated by photoluminescence excitation (PLE) spectroscopy.

In PLE, the PL intensity is recorded while the excitation wavelength is changed. The

maximum intensity is measured when the excitation energy passes through an absorp-

tion resonance from which relaxation to a PL emitting transition occurs. We can draw

a three dimensional map which shows luminescent intensity vs emission and excitation

wavelength. In Fig.6.7, a PL spectrum is recorded for every excitation energy with a

1.5 nm excitation step size. (Our PLE map is measured from 700nm to 735nm). The

observed broad range of excitation energies with a narrow PL emission areas provides

an understanding of exciton dynamics inside single carbon nanotube. An exciton can

be excited into a number of excited states before the bound electron-hole pair relaxes to

the E11 band edge and recombines. In the PLE map, along the excitation wavelength

for the same band edge emission around 1200nm, intense PL peaks at several special

excitation values were observed. The main E22 interband transition is around 715nm.
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7.1 Single Walled Carbon Nanotubes

Figure 7.9: Power depnendent micro-PL from 3 different peaks in Fig. (b)

In general, PLE spectroscopy is a very powerful and efficient tool for understanding

the optical dynamics inside single carbon nanotubes.

7.1.4 Quantum dot confined in single-walled carbon nanotubes

Quantum dot-like states are investigated in small diameter nanotubes, resulting in spa-

tial confinement of excitons along the nanotube axis (175, 176). The strong sharp

spectral lines in photoluminescnec spectra similar with typical photoluminescence of

quantum dots are strong evidence for confinement states in CNTs in Fig.6.6. In con-

fined discrete energy states such as QDs, state filling spectroscopy is a well known

phemomenon. In CNTs, a possible exciton states perpendicular to the tube axis will

be quantized because of the rolled up structure from graphene (177, 178).
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Figure 7.10: Temporal evolution of a single CNT. The figure on the left shows individual

spectra taken from one on the right. The data were collected by focusing the laser beam

on a single CNT and collect the emission at every 10s. The color changing in the right

pane from black to red indicate increasing emission intensity.

Fig.6.8 shows micro-PL of individual CNTs which were excited at different power

densities. In the low energy regime, only one sharp peak is observed. A new peak starts

to appear when the excitation power density is increased. These emission features look

similar to many self-assembled QDs. However, saturation and a red-shift appear at high

excitation power densities which are also distinguishing features of three-dimensional

confinement of carriers in QDs. Fig.6.9 shows FWHM times the peak intensity vs exci-

tation laser power of each peak depicted im Fig.6.8 (a). The black, red, green and blue

lines corresponded to the central peak, peak 1, peak 2 and the sum of the intensity of all

3 peaks in Fig.6.8 (b). Whenever the central peak intensity increases (decreases), peak

1 or 2 decreases (increases). There is a strong correlation between 3 different peaks by

power densities change in Fig.6.9. This correlation strongly supports the assertion that

these emission peaks arise from the same dot-like states. So, we can understand strong

evidence of 3D confinement of carriers in a single carbon nanotube.

In Fig.6.10, five PL spectra from the same spot on a single CNT were taken from
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a temporal evolution series with 10s accumulation time at various intervals. Also,

each spectrum is measured with 100 to 300 seconds time separation. Color changes

in Fig.6.10 with time evolution indicate emission intensity change. These spectral

transition can be understood as quantum dots-like regions confined in a single CNT. The

exciton can be created in one QD-like state by the same laser excitation in a confocal

experimental setup. If this created exciton can be transfered to a neighboring QD-like

state, then a different high energy PL peak is seen as we observe in Fig.6.10. However,

the mobilized excitons tend to be trapped in lower energetic levels hence the emission

energy in the PL spectrum returns again to its original value with temporal evolution.

Therefore, based on our measurements in Fig.6.8 ∼ 10, QD like localization in a single

carbon is strongly supported. Further magnetic field-dependent measurements on this

system are underway at present.

7.2 Future work for a single CdSe nanocrystal

Colloidal semiconductor nanocrystals with high photoluminescence (PL) quantum effi-

ciencies have been investigated for both fundamental research and diverse applications

(179). Because the size of colloidal nanocrystals can be adjusted by wet chemical

methods, the electronic properties can be changed significantly. The emission colour

of CdSe nanocrystals can be tuned over almost the whole visible range depending on

size variations. Based on these properties, colloidal semiconductor nanocrystals can

be applied to potential applications in opto-electronics such as light-emitting diodes

(LEDs), lasers, and bio-sensors (156, 180, 181, 182). In our group, we make CdSe and

CdTe nano crystal quantum dots by a chemical technique.

To attach these CdSe/CdTe quantum dots (QDs) to a sapphire plate, we undertake

additional chemical treatment. The polymer CAPO is layered on the substrate and

attaches the CdSe quantum dots, and PMMA then anchors and protects them against

ageing for low temperature experiments. To undertake these procedures we used a

Layer-by-Layer (LBL) assembly method which is simple, versatile, and inexpensive

and is illustrated in Fig.6.1. In general, the LBL process is achieved by alternately

exposing a substrate to positively and negatively charged polymers or particles.
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Figure 7.11: A): Scheme for LBL film-deposition. Steps 1 and 3 represent the adsorption

of polyanion and polycation, step 2 and 4 are washing steps, B): Two adsorption routes,

depicting LBL deposition for polymers and polymers with nanoparticles(183).
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7.2.1 Theoretical background

Surface plasmons (SPs) were introduced in the surface science field due to the early

work of Ritchie in the 1950s (184). SPs are waves which propagate along the surface of

a metal and are light waves which are trapped on the surface due to their interaction

with the free electrons of the conductor. In this interaction, the free electrons respond

by oscillating in resonance with the light wave. This resonant interaction between the

surface charge oscillation and the electromagnetic field of light is illustrated in Fig.6.2.

The main properties of these SPs are: the momentum of the SP mode (~kSP) is

greater than that of a free space photon of the same frequency, ~k0 (k0=ω/c). Using

the Maxwell’s equations, we can get the SP dispersion relation.

kPL,metal = k0

√
edem
ed + em

, (7.1)

(em is the frequency-dependent permittivity of the metal, and ed is frequency-

dependent permittivity of the dielectric material). A SP will propagate but will gradu-

ally attenuate due to losses arising from absorption in the metal. This attenuation

depends on the dielectric function of the metal at the SP frequency. The prop-

agation length (δSP) can be calculated from the imaginary part of SP wavevector

kSP(kSP = k
′
+ ik

′′
),

δSP =
1

2
k
′′
SP =

c

ω

(
e
′
m + ed
e′med

)3/2
(e
′
m)2

e′′m
(7.2)

where e
′
m and e

′′
m are the real and imaginary parts of the dielectric function of the

metal (em = e
′
m + ie

′′
m). The field perpendicular to the surface decays exponentially

with distance from the surface. We call this perpendicular direction field evanescent

or near field in nature and is a result of the bound, non-radiative nature of SPs, which

prevents power from propagating away from the surface.

The PL intensity of CdSe nanocrystals depends on the absorption, radiative emis-

sion, and nonradiative energy dissipation rates in the CdSe nanocrystal QD-Au metal

QD complexes. The PL intensity changes are mostly determined by two processes :

(1) enhancement of the absorption and radiative emission due to the plasmon-induced
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Figure 7.12: Propagating surface plasmon on the the sample boundary surface(185).

electric field, and (2) quenching of the excited nanocrystal state due to energy transfer

to the metal surface. The PL intensity is measured by equation (6.3)

IPL,metal =
PγradIabs
γmetal

, (7.3)

Iabs is the intensity of light absorption and P is the electromagnetic enhancement

factor of absorption and radiative emission on the Au QD. The enhancement param-

eter P is mainly determined by plasmon-induced absorption enhancement rather than

radiative emission enhancement.

1/τPL,metal = γrad + γnonrad + γmetal, (7.4)

The PL lifetime is changed by the radiative and nonradiative recombination rates

and nonradiative energy transfer rate from nanocrystals to metal and is given by equa-

tion (6.4). The PL lifetime on the sapphire is given by 1/τPL = γrad + γnonrad. On
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Figure 7.13: (a): Our prepared CdSe QD samples on sapphire plates (b): micro-PL

spectrum of a single CdSe QD on a sapphire plate

the Au QD, enormous changes in the PL lifetime are expected, and the energy trans-

fer rate from the CdSe nanocrystals to the Au QDs is much larger than the radiative

and nonradiative recombination rate of CdSe nanocrystals alone. The PL lifetime of

the CdSe nanocrystal QD-Au QD complex is determined by the nonradiative energy

transfer rate from CdSe nanocrystals to the Au metal.

7.2.2 Single QD micro photoluminescence on a sapphire plate

Surface plasmons (SPs) offers the unique ability to localize and enhance electromag-

netic fields and have been applied to various optical devices. The SP coupling technique

is one of the most effective methods of increasing emission efficiency.

Fig.6.3 shows some CdSe QDs attached to sapphire plates. I measured the micro

photoluminescence ( micro-PL) signal from a single quantum dot on this sapphire plate

with an exposure time of 60 seconds, and a very low excitation power of 5µW. To get

a single QD PL signal, I needed a long accumulation time with low excitation power.

I used this single PL signal as a reference to compare with enhanced PL signals from

CdSe QDs coupled to Au nanoparticles. The main purpose of this project was the ob-

servation of local-surface plasmon enhancement of the PL emission (185, 186). When

metallic nanoparticles (silver, gold, aluminium) are placed near the CdSe semiconduc-
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tor nanoparticles, the local surface plasmon field on the metallic surface affects the

CdSe semiconductor nanoparticle emission. Currently, in ensemble systems, a signif-

icant PL enhancement of the CdSe and CdTe PL emission has been observed due to

local surface plasmon of gold or silver nanoparticles (187).

In our group, we are able to adjust the distance between CdSe and Au by using

non-conducting bio-materials (such as SA (straeptoavidine) and DB(D-biotin)). The-

oretically, the coupling between a semiconductor nanoparticle and a metallic nanopar-

ticle will not only enhance the emission efficiency but also change the energy states.

I wanted to observe such energetic changes due to the coupling more quantitatively

at the single QD level by adjusting the distance between the QDs and the metallic

nanoparticles in a systematic way.

Excitons and plasmons are typical excited states of nanostructure components. I

will investigate photoluminescence (PL) enhancement due to the interaction between

localized surface plasmon in Au QD and exciton generated in CdSe/ZnS core-shell

semiconductor nanocrystal quantum dot. This enhancement result will be compared

with previous measured single PL intensity from CdSe QD on the sappaire plate. Also,

PL quenching due to energy transfer to the Au QD surface is expected theoretically.

Because of this quenching process, the PL lifetime in CdSe QD-Au QD hybrid samples

will be shorten significantly compared with CdSe QDs on a bare sapphire plate.
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Summary of the thesis and future

work

The optical properties of GaAs quantum rings have been presented by time-integrated

and time-resolved micro-photoluminescence methods. These methods are strong tools

for investigating e-h pair dynamics in a single QR.

The presence of an asymmetric localized state in a single GaAs QR was investi-

gated by using the adiabatic potential. To get the adiabatic potential, the vertical

part of the Schrödinger equation was solved, where the vertical confinement was rep-

resented by the vertical quantum number k. To confirm this theoretical estimation,

polarisation-resolved spectroscopy was investigated for ground/excited state exciton

and biexciton state (188, 189). The strong polarization dependence of the ground state

exciton (N=1) (∼ 0.8meV) , excited state exciton (N=2) (∼1.35meV) and biexciton (∼
1.75meV) strongly support the existence of an asymmetric localized state in a single QR.

In order to analyse the relation between ground/excited state excitons and biexcitons

in these localised states in a single quantum ring, the dependence on excitation power,

temperature, polarization asymmetry, and time-resolved photoluminescence have been

investigated. Both the excited exciton state and the biexicton state show a large po-

larization asymmetry, a broad linewidth, and a strong optical phonon-interaction when

compared to the ground state exciton because of selection rule changes and a large

polarity induced by the asymmetry arising from a local crescent-like structure in the

QR. We also found that saturation of the ground state exciton is dominated by a fast

dissociation of the biexciton state and slow intra-relaxation of the excited state exci-
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ton. Finally, polarization splittings were presented for the various exciton confinement

energies. These results showed how localization states were changed by the exciton

confinement energies and the presence of strong localization of the exciton state over

1.8eV of exciton confinement energy.

Based on our understanding of the localized states for an asymmetric QR structure,

the optical Aharonov-Bohm effect (AB effect) will be investigated under high magnetic

fields (190, 191, 192, 193, 194). In the case of a type-2 quantum dot, the rotating charge

in the shell (either electron or hole) with respect to the remaining charge in the core

determines the AB oscillation period. On the other hand, the different orbital radius

of a weekly-bound electron-hole pair is a prerequisite for the optical AB effect as the

coupling to the magnetic flux is opposite for the electron and hole. Nevertheless, the

individual motion of the e-h pair is not clear; either the hole radius is larger than the

electron or vice versa. An ideal isotropic ring shape was often assumed, but the presence

of the anisotropic rim height and elliptical shape asymmetry has been overlooked.

Concerned with the complicate QR morphology, the so-called volcano-like QR model

can be used (17, 195). In this case, the wavefunction delocalization is obtained by

tunnelling as the extended state of weak localization, and the holes are likely to be

vulnerable to localization due to the heavy mass.

Because of the presence of the height anisotropy and asymmetry, the orbital angular

moment competes with the asymmetric exchange interaction and the potential barrier

along the azimuthal angle of a ring rim. Therefore, the AB effect will become evident

when the Zeeman splitting exceeds the anisotropic and asymmetric energy (196, 197,

198). Also, the diamagnetic shift of neutral excitons is inseparable under low magnetic

fields. Therefore, an external magnetic field must be large enough to overcome the

anisotropy-induced potential barrier or asymmetric exchange interaction to observe

clear AB effect signals. Work on this is in progress, but will not be completed in time

for inclusion in this thesis.
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