
can significantly improve the performance of colour-conversion
devices.

In addition to applications as efficient colour converters, nano-
crystals have been considered promising building blocks for
colour-selectable optical-gain media in lasing applications4. One
complication associated with lasing applications of nanocrystals is
the requirement for extremely fast pumping that competes with
non-radiative Auger recombination, leading to very short (pico-
second) optical gain lifetimes15. So far, optical amplification and
lasing in nanocrystals has been achieved using optical excitation
with short laser pulses. Our estimations show that the ‘energy-
transfer pumping’ scheme studied here provides carrier inflow that
can in principle compete with non-radiative losses induced by
Auger recombination. The energy-transfer rate of ,2 ns21

measured for the uncapped quantum-well sample for
n eh ¼ 1.8 £ 1013 cm22 results in a QW–NC carrier flux of
,3.6 £ 1022 cm22s21. For the nanocrystals of 1.9 nm radius studied
here, the Auger recombination time is,50 ps, which corresponds to
a non-radiative carrier loss of 4 £ 1022 cm22s21 for a close-packed
monolayer. The latter value is comparable to the carrier inflow rate
provided by energy transfer from the quantum well, indicating the
feasibility of lasing in the energy-transfer pumping regime.

Although in this report we have studied optically pumped
devices, it should be possible to realize the energy-transfer pumping
scheme in the regime of electrical injection by combining nano-
crystals with an electrically driven InGaN quantum well. The design
of the quantum-well emitter in the ‘energy-transfer colour-
converter’ (Fig. 4b) can be similar to that used in conventional
InGaN light-emitting diodes, in which the quantum well is sand-
wiched between n- and p-doped GaN barriers with attached metal
contacts16. Our preliminary studies indicate that we can fabricate
relatively high mobility, thin (2–3 nm), n-doped GaN layers that can
be used as top quantum-well barriers (adjacent to nanocrystals) in
electrically powered devices. The direct comparison of photolumi-
nescence dynamics in nanocrystals assembled on glass slides and n-
doped GaN layers (up to 2 £ 1019 cm23 doping level) do not show
any noticeable quenching of nanocrystal emission in the presence of
a proximal, doped semiconductor. Furthermore, the doping of the
barriers is not expected to induce additional carrier losses in the
quantum well17,18. All of these considerations strongly indicate
the feasibility of high-efficiency, electrically driven, hybrid nano-
crystal/quantum-well devices. A
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The possibility that the Earth suffered episodes of global glacia-
tion as recently as the Neoproterozoic period, between about
900 and 543 million years ago, has been widely discussed1–3.
Termination of such ‘hard snowball Earth’ climate states has been
proposed to proceed from accumulation of carbon dioxide in the
atmosphere4. Many salient aspects of the snowball scenario
depend critically on the threshold of atmospheric carbon dioxide
concentrations needed to trigger deglaciation2,5. Here I present
simulations with a general circulation model, using elevated
carbon dioxide levels to estimate this deglaciation threshold.
The model simulates several phenomena that are expected to be
significant in a ‘snowball Earth’ scenario, but which have not
been considered in previous studies with less sophisticated
models, such as a reduction of vertical temperature gradients
in winter, a reduction in summer tropopause height, the effect of
snow cover and a reduction in cloud greenhouse effects. In my
simulations, the system remains far short of deglaciation even at
atmospheric carbon dioxide concentrations of 550 times the
present levels (0.2 bar of CO2). I find that at much higher carbon
dioxide levels, deglaciation is unlikely unless unknown feedback
cycles that are not captured in the model come into effect.

Whereas the problem of initiation of a ‘hard snowball’ climate
state has received detailed attention6–8, most current thinking about
deglaciation is based on highly idealized energy balance model
(EBM) calculations9, which offer an accurate treatment of clear-sky
radiation but neglect the seasonal cycle and fix cloud radiative
forcing at its present value. Although 0.12 bar of CO2 is often quoted
as a representative deglaciation threshold, a closer reading of the
work yields a threshold of 0.29 bar based on Neoproterozoic
insolation (Fig. 2 of ref. 9). The same model but with slightly
different choices of parameters10 achieves deglaciation at only 0.16
bar. Because of the weak logarithmic dependence of radiative
forcing on CO2, the EBM results consistently imply that the system
should be at least close to deglaciation at 0.2 bar of CO2.
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Four climatic characteristics crucially affect deglaciation, but are
exceedingly difficult to estimate in simplified models. They are
temperature lapse rate, cloud effects, dynamical heat transport and
snow cover. Lapse rate, governed by a complex interplay of
dynamics and convection, is crucial to the greenhouse effect,
which can operate only insofar as the air aloft is significantly colder
than the ground. Clouds are important because a high cloud over ice
or snow reflects little more sunlight than the underlying surface, but
provides a powerful warming effect through trapping of infrared
radiation. EBM studies confirm the sensitivity of the deglaciation
threshold to cloud assumptions11. Horizontal heat transport by
atmospheric motion determines the extent to which the warm areas,
which are the first to deglaciate, must give up some of their energy to
the colder parts of the planet. Snow cover, determined by long-range
transport of moisture in the atmosphere, affects the surface albedo,
because snow is more reflective than sea ice12.

The following results are based on general circulation model
(GCM) simulations as described in the Methods section. The
climate of the hard-snowball Earth is governed by the low thermal
inertia of the globally solid surface, which has the consequence that
the temperature responds primarily to the instantaneous solar
radiation. The summer hemisphere becomes nearly isothermal,
whereas the weakly illuminated winter hemisphere becomes extra-
ordinarily cold, resulting in an extreme seasonal cycle resembling
that of Mars13,14. Consider the January zonal mean near-surface air
temperature for 100 p.p.m. CO2 (Fig. 1). The south (summer) polar
temperature is 228 K, only about 17 K cooler than the tropics, while
the north (winter) polar temperature falls to 163 K. In July, the
pattern is much the same, except reflected about the Equator,
yielding a 64 K high-latitude seasonal cycle. During the equinoxes
(not shown) the temperature is nearly symmetric about the
Equator, with equatorial temperatures somewhat cooler than the
summer subtropics, and polar temperatures somewhat warmer
than those seen in Fig. 1 at the winter pole. Here I present results
only for the solstice conditions, as a nearly identical discussion
applies to the equinox.

CO2 increase yields little warming in the winter hemisphere, and
the summer temperature remains well short of the freezing point
even at 0.2 bar of CO2 (Fig. 1). Why is the warming so weak? Fig. 2
shows the diagnosed clear-sky greenhouse effect, defined as G¼

jT4
s 2OLRclear; where Ts is the surface temperature and OLRclear is

the clear-sky outgoing longwave radiation. It is actually negative in

the winter extratropics, and grows only to modest values in the
winter tropics. The reason for this behaviour is to be found in the
vertical profile of temperature (Fig. 3). In the winter hemisphere,
the atmosphere is nearly isothermal, because, in the absence of
convection due to solar heating or a warm ocean, the atmosphere
relaxes to radiative equilibrium, with a temperature inversion at the
surface. Without colder air aloft, the winter hemisphere acts some-
what like the present-day stratosphere, which experiences a radia-
tive cooling tendency in response to an increase of the CO2

concentration. In the summer hemisphere, the low tropopause
limits the vertical temperature contrast, yielding a weak greenhouse
effect compounded by the virtual lack of water vapour feedback at
such cold temperatures. As a result, at 0.2 bar of CO2 the greenhouse
trapping never attains even the 100 Wm22 typical of the present
low-CO2 climate.

The cloud greenhouse effect (Fig. 2) is also weak, for two robust
reasons: (1) the cloud greenhouse effect arises from high clouds, but
even at saturation there is little water in the cold upper summer
atmosphere, or at any level in the winter hemisphere; (2) the weak
summer meridional temperature gradient cannot support the
baroclinic eddies that lead to mid-latitude storm-track clouds in
the modern climate. Significant cloud cover is limited primarily to
the upward branch of the Hadley circulation, around 208 in the
summer hemisphere. The cloud greenhouse effect barely exceeds
10 Wm22, as compared to approximately 90 Wm22 in the modern
climate.

Dynamical heat transport due to the Hadley cell, and to a storm
track at 308 in the winter hemisphere, draws energy out of the
summer hemisphere. In January, the effect is equivalent to
45 Wm22 of radiative cooling at 258S in the 0.2 bar case.

Snow cover is a potent impediment to deglaciation. The tropical
ice from about 108N to 108 S is an ablation zone in all cases, losing
water by sublimation. This water is accumulated as snow on the rest
of the planet. The net snow accumulation is only about 0.5 cm liquid
water equivalent per year, but over a mere decade the snow layer
becomes deep enough to increase the albedo over most of the
planet’s surface. The interior of the tropical supercontinent remains
devoid of snow, and warms the tropics through a reduction of the
tropical surface albedo. The tropics are probably spuriously warm in
this simulation. The bare tropical sea-ice is an artefact of the neglect
of ice dynamics, as the extratropical snow and ice accumulation
would eventually lead to sea-glacier flow, replacing the tropical sea
ice with brighter glacial ice with an albedo of about 0.6 (refs 12, 15).

Figure 1 January zonal-mean air temperature at the lowest model level, for various

concentrations of atmospheric CO2. Only sea-ice grid points are used in computing the

mean, so as to focus on the temperature most relevant for determining deglaciation.

Figure 2 January zonal-mean clear-sky greenhouse trapping (solid lines) and cloud

longwave forcing (CLF) (dashed lines), for various CO2 concentrations. The cloud

longwave forcing is defined as the reduction in OLR caused by cloud effects, beyond the

reduction caused by the clear-sky greenhouse effect.
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Land glacier dynamics, neglected in this simulation, might cause the
continent to become glaciated as well, leading to further cooling16.

The aggregate of all the effects discussed above leaves the
maximum air temperature 18 K short of the melting point at 0.2
bar; the ice surface temperature is nearly 10 K colder, owing to
strong night-time cooling, and the equatorial deep ice temperature
(which tracks the annual average) is colder still, resulting in the
system being at least 30 K short of deglaciation. The present GCM
cannot be reliably used above 0.2 bar, but if no new physical process
enters to increase climate sensitivity, a logarithmic extrapolation
suggests that each further doubling would warm the climate by
about 2 K. At this rate, even 3.2 bar of CO2 would be insufficient to
trigger deglaciation. Assuming present outgassing rates17 and
assuming that two-thirds of outgassed CO2 goes into the ocean5,
it would take 28 million years for 0.2 bar to accumulate in the
atmosphere; accumulation of 1 or 2 bar would certainly not be
impossible, but it would strain the limits of possibility.

It is far from certain that a hard-snowball state ever actually
occurred on Earth, but the difficulty of deglaciation does not in itself
rule out the possibility. There are several poorly understood physical
feedbacks that may yet permit deglaciation. Alternative cloud
parameterizations may retain more cloud water in the atmosphere.
Also, above 0.2 bar, formation of CO2 clouds becomes important
and these can have a pronounced warming effect18. Greenhouse
gases other than CO2 may be important, or surface albedo may be
reduced by admixture of dust, or by formation of leads in sea-glacier
fracture zones or perhaps in thin-ice regions maintained by hydro-
thermal plumes19. Even the suppressed convection that leads to
weak vertical temperature contrast depends to some extent on
surface flux parameterizations, the representation of the diurnal
cycle and the convection scheme; future advances in the under-
standing of cold-climate convection may yield different behavior. It
is in this veiled area of physics that the prospect for recovery from a
hard snowball lies hidden. A

Methods
The simulations were carried out using the FOAM 1.5 GCM8,20. Once sea ice has built up to
sufficient thickness, ocean dynamics has little effect. Hence, the simulations were carried
out with a mixed-layer ocean without imposed horizontal oceanic heat transport. Run in
this mode, FOAM is essentially a portable Beowulf-oriented re-implementation of

CCM321, run at R15 horizontal resolution (4.58 £ 7.58) with 18 levels. The solar
luminosity was set at 94% of its present value, and the palaeogeography consists of an
idealized equatorial supercontinent as in refs 8, 14. In the hard snowball, continental
configuration affects climate almost exclusively through surface albedo, and even then
only to the extent that land remains snow-free. The assumed configuration is highly
favourable to deglaciation, as it puts dark bare land in the tropics where it can optimally
receive insolation and transfer energy to the rest of the tropics. Orbital parameters were left
at the Earth’s present values. Surface albedo is specified in two spectral bands, with a
broadband average value of 0.75 for snow (somewhat less than the new-snow value in
ref. 12) and 0.5 for bare sea ice12.

The model was first run at 100 p.p.m. CO2 until the ocean became globally covered by
sea ice of thickness of at least 5 m. Then, a sequence of 20-year simulations was carried out,
with CO2 concentration set at 400 p.p.m., 1,600 p.p.m., 1,2800 p.p.m., 10% (0.1 bar) and
20% (0.2 bar). Given the low thermal inertia of the ice/land surface, 20 years was found to
be adequate for the climate to come into equilibrium with each CO2 concentration.
Results are taken from the last 10 years of each run. The only quantities that fail to reach
equilibrium are the ice thickness and snow depth, but in neither case does the
disequilibrium affect the climate. Snow continues to accumulate at up to 0.5 cm per year of
liquid water equivalent, but as surface albedo saturates at a snow depth of only 0.5 cm over
ice, the surface albedo has ample time to equilibrate in regions of net accumulation. To
ensure that the ice/snow model retains adequate vertical resolution to treat the diurnal and
seasonal cycle, ice thickness is clamped at a maximum of 20 m, and snow thickness at a
maximum of 1 m (liquid water equivalent). This value is reached quickly, and given the
low thermal diffusivity of ice, is sufficient to almost completely insulate the atmosphere
from the heat content of the ocean. If allowed to grow, ice thickness would continue to
increase at a rate of 20–50 cm yr21, further reducing the already small leakage of heat
through the ice; the leakage through 20 m of ice causes the climate to be very slightly
warmer than it would be if ice were allowed to reach its full thickness.

Although 1,600 p.p.m. is well within the range for which the CCM3 radiation code in
FOAM is validated, there is little published basis on which to estimate the errors for CO2

levels as high as 0.1 bar. To address this issue, we used a radiation model valid at high CO2

(ref. 22) to recompute the outgoing longwave radiation (OLR) corresponding to a
representative sampling of the temperature and humidity profiles produced by the GCM.
The accurate OLR was then compared with the OLR produced by the GCM’s internal
radiation code. A typical comparison is shown in Supplementary Information. At 0.2 bar,
the GCM radiation code over-estimates the correct OLR by at most 3.8 Wm22 in the
warmest months, with a mid-latitude annual mean error of 1.9 Wm22.
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The highly endangered solenodons, endemic to Cuba (Solenodon
cubanus) and Hispaniola (S. paradoxus), comprise the only two
surviving species of West Indian insectivores1,2. Combined gene
sequences (13.9 kilobases) from S. paradoxus established that
solenodons diverged from other eulipotyphlan insectivores 76
million years ago in the Cretaceous period, which is consistent
with vicariance, though also compatible with dispersal. A
sequence of 1.6 kilobases of mitochondrial DNA from S. cubanus
indicated a deep divergence of 25 million years versus the
congeneric S. paradoxus, which is consistent with vicariant
origins as tectonic forces separated Cuba and Hispaniola3,4.
Efforts to prevent extinction of the two surviving solenodon
species would conserve an entire lineage as old or older than
many mammalian orders.

Solenodons are small (1 kg) fossorial (burrowing) insectivores,
and are among the few native non-flying mammals that survived
human settlement of the islands of the West Indies1,2. They inhabit
the forests of Cuba and Hispaniola to elevations of 2,000 m, and
shelter in caves, crevices, logs and extensive tunnel networks at a
depth of .20 cm (refs 5 and 6). The dearth of Late Cretaceous or
early Tertiary fossils from the West Indies has constrained resolution
among alternative hypotheses regarding the origin of solenodons
and their affinity to other mammals1,7.

Some have suggested a close relationship to soricids (shrews) but
not to talpids (moles)8,9, or to soricids but not erinaceids (hedge-
hogs and gymnures)9–11, and/or to fossil North American ‘apterno-
dontids’ such as Apternodus, or geolabidids such as Centetodon10,12–15.
A few authorities have suggested an affinity of solenodons to Afro-
Malagasy tenrecs (both have zalambdodont molars)12,15,16 and a
trans-Atlantic dispersal event was suggested to explain this apparent
relationship12,16. Recent molecular studies have placed the tenrecs
firmly within Afrotheria, a superordinal mammalian group with

African origins17,18, while placing shrews, moles and erinaceids in a
distinct clade (Eulipotyphla) within Laurasiatheria, a superordinal
mammalian group most probably of Northern Hemisphere ori-
gins18. For solenodons, only a few mtDNA sequences of S. paradoxus
have been available for analyses; these have rejected a close affinity
between solenodons and tenrecs17. One study has placed Solenodon
as a sister group to soricids þ talpids but not to erinaceids, although
the bootstrap support for this placement (51%) was quite weak17; a
second molecular analysis has positioned Solenodon as sister to a
clade of rodents19.

To examine the origin of Solenodon and its relationship to other
mammals, we sequenced portions of 16 nuclear and three mito-
chondrial genes as previously described18 using DNA extracted
from a blood sample of a wild-born male S. paradoxus from the
northern Dominican Republic (Cordillera Septentrional, Provincia
de Espaillat), kept at the National Zoological Park (ZOODOM) in
Santo Domingo. S. paradoxus DNA sequences were aligned (13,885
base pairs (bp) after removal of regions of ambiguous homology)
to those of taxa from all extant eutherian orders of mammals18.
Figure 1 depicts the phylogenetic position of solenodons relative to
other eulipotyphlan insectivores (including the results of a separate
analysis to place S. cubanus, see below). Solenodon grouped with
eulipotyphlan insectivores with 100% maximum-likelihood boot-
strap support and bayesian posterior probability (BPP) of 1.00.
Putative affinities of Solenodon to tenrecs12,15,16 or to rodents19

received no support (Supplementary Information). There was
high support for Solenodon being the most basal eulipotyphlan
(95% maximum-likelihood bootstrap support; BPP of 1.00). Sole-
nodon had a more basal position than had been suggested by
previous molecular or morphological reports, relative to talpids8,9

and/or to erinaceids9–11,17.
We used well-established fossil dates20 as minimum and maxi-

mum calibration points to estimate, using the method of Thorne–
Kishino21,22, the divergence date for Solenodon versus other placental
mammals to be 76 million years (Myr) ago (95% credibility interval
(CI) of 72–81 Myr ago) (Fig. 1 and Supplementary Information).
The estimate for solenodon divergence (76 Myr ago) is comparable
to or older than the estimated dates of some interordinal splits in
mammals (for example, pangolins versus carnivores, or manatees
versus elephants)20, and considerably older than the basal diver-
gence of most mammalian orders. The point estimate is 11 million
years before the Cretaceous/Tertiary boundary at 65 Myr ago3,7, with
the 95% CI for solenodon divergence falling completely within the
Mesozoic. The Mesozoic divergence date contrasts with previously
reported support for Cenozoic divergence versus extant mainland
forms for eight of nine distinct West Indian amphibian lineages, 67
of 68 reptile lineages, all 300–500 independent colonizations by
birds, all 42 bat lineages, and the eight non-flying non-insectivore
mammalian lineages4.

West Indian insectivores are therefore the only tetrapod lineage
for which strong evidence supports Mesozoic divergence versus
extant mainland forms, with the possible exceptions of the frog
genus Eleutherodactylus and the Cuban xantusiid lizard Cricosaura
typica4,7. For the frog Eleutherodactylus, an intra-Antillean split
within the genus has been previously dated to 70 ^ 6.8 Myr ago4.
For Cricosaura typica and related mainland lizards, we applied the
Thorne–Kishino dating method21,22 to previously published
sequences23. While uncertain fossil constraints for xantusiids did
not allow the definitive establishment of a Mesozoic origin for
Cricosaura (95% CI of 57–101 Myr ago), the point estimate for the
divergence of Cuban versus mainland xantusiids was 76 Myr ago
(Supplementary Information).

Various biogeographic hypotheses have been proposed to
account for the presence of solenodons only in the Antilles12.
These invoke vicariance (biogeographic separation caused by the
tectonic motion of land masses or rising sea levels) or dispersal (for
example, rafting across the sea on vegetation) or some combination
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