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• Features:
– Control via magnetic field / laser light
– Microscopically well understood systems
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Microscopic Control:  Magnetic Traps (Zeeman Shift):

laserlaser

off-resonant 
laser

AC Stark shift V (x) = α(ω)I = V0 sin2(kx)

Microscopic Control:  Optical Traps (AC-Stark Shift)
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internuclear separation |r|

optical trap

Scattering length
(strength of interactions)

Microscopic Control:  Feshbach Resonance

Microscopic Control:  Interactions:

Microscopic understanding of interactions:
• Dilute gas - three body interactions weak
• Low-energy two-body interactions
• Simple microscopic description
   (see lecture on wednesday)



          

• Fermions near a Feshbach resonance

• Low-dimensional Gases

• Load BEC/Degenerate Fermi Gas into a 3D optical lattice

Goal: Use this control to study strongly interacting systems

systems. In addition to the scattering amplitude f!k", one
may need the off-shell T matrix when addressing many-
body problems. It was calculated for 2D hard disks by
Morgan et al. !2002". The extension of a zero-range in-
teraction potential to the two-dimensional case is dis-
cussed by Olshanii and Pricoupenko !2002".

We now turn to a macroscopic assembly of bosonic
particles, and address the T=0 situation. The case of
a gas of hard disks of diameter b and surface density n
was studied by Schick !1971". The conclusion is that
Bose-Einstein condensation is reached with a large con-
densate fraction, provided #ln!1/nb2"$−1!1. This consti-
tutes the small parameter of the problem, to be com-
pared with %na3 in 3D. The chemical potential is then
"&4#$2n /M ln!1/nb2", indicating that the proper
choice for g2 is !within logarithmic accuracy" g2
=$2g̃2 /M, where the dimensionless number g̃2 is equal to
the scattering amplitude f!k" for energy E=2". Correc-
tions to the result of Schick !1971" for more realistic
densities have been calculated by Andersen !2002", Pri-
coupenko !2004", and Pilati et al. !2005".

In the finite-temperature case, the impossibility of a
2D BEC already mentioned for an ideal gas remains
valid for an interacting gas with repulsive interactions.
This was anticipated by Peierls !1935" in the general con-
text of long-range order in low-dimensional systems. It
was shown for interacting bosons by Hohenberg !1967",
based on arguments by Bogoliubov !1960". A completely
equivalent argument was given for lattice spin systems
by Mermin and Wagner !1966". To prove this result, one
can make a reductio ad absurdum. Suppose that the tem-
perature is small but finite !T!0" and that a condensate
is present in the mode k=0, with a density n0. By the
Bogoliubov inequality, the number of particles ñk in
state k!0 satisfies

ñk +
1
2

%
kBT

$2k2/M
n0

n
. !98"

In the thermodynamic limit, the number of particles N!
in the excited states is

N! = '
k

ñk =
L2

4#2 ( ñkd2k . !99"

When k tends to zero, the dominant term in the lower
bound given above varies as 1/k2. In 2D, this leads to a
logarithmically diverging contribution of the integral
originating from low momenta. This means that the
starting hypothesis !the existence of a condensate in
k=0" is wrong in 2D.

Even though there is no BEC for a homogeneous,
infinite 2D Bose gas, the system at low temperature can
be viewed as a quasicondensate, i.e., a condensate with a
fluctuating phase !Kagan et al., 1987; Popov, 1987". The
state of the system is well described by a wave function
&!x"=%ñ0!x"ei'!x", and the two-dimensional character is
revealed by the specific statistical behavior of spatial
correlation functions of the phase '!x" and the quasi-
condensate density ñ0!x". Actually, repulsive interac-

tions tend to reduce the density fluctuations and one can
in first approximation focus on phase fluctuations only.
The energy arising from these phase fluctuations has two
contributions. The first one originates from phonon-type
excitations, where the phase varies smoothly in space.
The second one is due to quantized vortices, i.e., points
at which the density is zero and around which the phase
varies by a multiple of 2#. For our purpose, it is suffi-
cient to consider only singly charged vortices, where the
phase varies by ±2# around the vortex core.

Berezinskii !1971" and Kosterlitz and Thouless !1973"
have identified how a phase transition can occur in this
system when the temperature is varied !Fig. 23". At low
temperature, the gas has a finite superfluid density ns.
The one-body correlation function decays algebraically
at large distance,

ng!1"!r" = )&̂!x"&̂!0"* ( r−) for T * Tc, !100"

with )= !ns+T
2 "−1. The fact that there is an exact relation

between the coherence properties of the system and the
superfluid density is explained in the Appendix. Free
vortices are absent in this low-temperature phase, and
vortices exist only in the form of bound pairs, formed by
two vortices with opposite circulations. At very low tem-
peratures, the contribution of these vortex pairs to the
correlation function g!1" is negligible, and the algebraic
decay of g!1" is dominated by phonons. When T in-
creases, bound vortex pairs lead to a renormalization of
ns, which remains finite as long as T is lower than the
critical temperature Tc defined by

ns+T
2 = 4 for T = Tc. !101"

Above Tc, the decay of g!1"!r" is exponential or even
Gaussian, once the temperature is large enough that the
gas is close to an ideal system. With increasing tempera-
ture, therefore, the superfluid density undergoes a jump
at the critical point from 4/+T

2 !Tc" to 0 !Nelson and Ko-
sterlitz, 1977". Note that Eq. !101" is actually an implicit
equation for the temperature since the relation between
the superfluid density ns!T" and the total density n re-
mains to be determined. The physical phenomenon at
the origin of the Berezinskii-Kosterlitz-Thouless phase
transition is related to the breaking of the pairs of vor-

FIG. 23. Microscopic mechanism at the origin of the superfluid
transition in the uniform 2D Bose gas. Below the transition
temperature, vortices exist only in the form of bound pairs
formed by two vortices with opposite circulation. Above the
transition, temperature-free vortices proliferate, causing an ex-
ponential decay of the one-body correlation function g1!r".
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Cold atoms in an optical lattice and Strongly Correlated Systems:

H = −J
∑

〈i,j〉

b̂†i b̂j +
∑

i

εin̂i +
U

2

∑

i

n̂i(n̂i − 1)U

J ~ 100 Hz

Experiments:

• Bosons, Superfluid-Mott Insulator transition (M. Greiner, I. Bloch et al., Munich, 2001)

• Fermions, (T. Esslinger et al., Zürich 2004) 

• Munich, Mainz, Zurich, MIT, Harvard, Maryland, Innsbruck, Hamburg, Florence, Pisa, 
Oxford, Austin,......

Control:
• Modify Lattice structure, effective dimensionality
• Engineer interesting models from solid state physics
   with great control over system parameters

Clean system:
• No (uncontrollable) disorder 
• Weak dissipation (>1s) (cf. phonons in solid state)

Measurements:
• (quasi-)momentum distribution, noise correlations by releasing atoms.
• Spectroscopy (e.g., lattice modulations / Bragg scattering). 



          

Now:
• Optical Lattices
• Band Structure, Bloch & Wannier functions
• Bose-Hubbard model

Later:
• Phase diagram of the Bose-Hubbard model:
   Superfluid, Mott-Insulator
• Single-Particle density matrix & correlations

Wednesday:
• Microscopic model for interactions
• Zero-range pseudopotential and its properties

Friday:
• Transport of atoms in optical lattices in 1D 
   (Andreev Reflections, superfluidity)
• Dynamics of three-body loss in an optical lattice

See also:
• Simon Fölling - more on Bosons in an optical lattice, experiments
• Michael Köhl - Fermions in an optical lattice
• Dieter Jaksch - Dynamics in 1D, immersion in a superfluid

Outline of Lectures



          

Laser Beams

Very Strong

weaker

Optical Lattice Potentials:



          

• 1D, 2D and 3D • lattice configurations

laser

 square lattice

laser

 triangular lattice



with g = 4π!2as
m , where as is the scattering length.

• This is valid under the assumptions:
- Only two-body interactions are important

∗ The gas is sufficiently dilute that we can treat the composite atoms
as Bosons

∗ That the scattering length as is sufficiently small that we can ignore
corrections to g outside the Born approximation.

• These assumptions are satisfied when we load atoms into an optical lattice.
Thus, the same second-quantised Hamiltonian is valid.

• Our Gross-Pitaevskii and Bogoliubov approximations are no longer valid in gen-
eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
shown that this system could, with particular assumptions,

be mapped onto a Bose-Hubbard model.

• In order to understand this mapping, we must first review the single-particle
physics in this system.

Band Structure

• In 1D, the coherent dynamics of a single atom in the standing wave is described
by the Hamiltonian

Ĥ =
p̂2

2m
+ V0 sin2(klx).

Bloch Functions

• The eigenstates of this Hamiltonian are then the Bloch eigenstates, which have
the form

φ(n)
q (x) = eiqxun

q (x),

where q is the quasimomentum of the eigenstate, q ∈ [−π/a,π/a], and u(n)
q (x)

are the eigenstates of the Hamiltonian

Hq =
(p + q)2

2m
+ V0 sin2(klx),

and have the same periodicity as the potential (u(n)
q (x + a) = u(n)

q (x)).

• The Bloch eigenstates are normalised so that

2π

a

∫ a

0
|φ(n)

q (x)|2dx = 1.

• Whilst uq(x) are, in general, complicated functions, they are relatively simple to
compute numerically, e.g., by writing the Fourier expansion

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj ,

which allows us to reduce to a linear eigenvalue equation in the complex coef-
ficients cj ,

l∑

j′=−l

Hjj′c(n,q)
j′ = E(n)

q c(n,q)
j

Hjj =






(2j + q/kl)2ER + V0/2 , j = j′

−V0/4 |j − j′| = 1
Hjj′ = 0 |j − j′| > 1

Exercise: Insert the Fourier decomposition of u(n)
q (x) into the Schrödinger equa-

tion, and derive these coefficients.

• This problem can be diagonalised numerically restricting j ∈ {−l, . . . , l}, and
we find for the lowest few bands that good results are obtain for relatively small
l ∼ 10.

• Depending on the depth of the lattice, particles in the lowest bands, with E(n)
q !

V0 are in bound states of the potential, whilst the higher bands E(n)
q > V0 corre-

spond to free particles.

• The lowest two bands are separated in energy by

∆E = E(1)
q=π/a − E(0)

q=π/a = !ω ≈ !ωT

approximately given by the trapping frequency from the Harmonic oscillator ap-
proximation, ωT .

• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
restrict the system to the lowest Bloch band.

Bloch Theorem

• As the Hamiltonian is invariant under translation by one lattice period, a, it com-
mutes with the translation operator:

T̂ = eip̂a/!, T̂ψ(x) = ψ(x + a)

• As T is unitary, it has eigenfunctions

T̂φα(x) = eiαφα(x),

with real α ∈ [−π, π].

• Because
φα(x + a) = eiαφα(x)

we can write
φα(x) = eiαxuα(x),

where uα(x) is a periodic function with period a.

• Because [Ĥ, T̂ ] = 0, we can then find simultaneous eigenstates of Ĥ and T̂ ,

Hϕq(x) = Eϕq(x), (1)
Tϕq(x) = eiqaϕq(x),

which have the form
ϕq(x) = eiqxuq(x) (2)

with
uq(x) = uq(x + a),

and where the quasimomentum q is defined modulo 2π in the interval

−π

a
< q ≤ π

a

Wannier Functions

• It is often very convenient to express the Bloch functions in terms of Wannier
functions, which also form a complete set of orthogonal basis states. The Wan-
nier functions are given in 1D by

wn(x− xi) =
√

a

2π

∫ π/a

−π/a
dq un

q (x) e−iqxi ,
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with g = 4π!2as
m , where as is the scattering length.

• This is valid under the assumptions:
- Only two-body interactions are important

∗ The gas is sufficiently dilute that we can treat the composite atoms
as Bosons

∗ That the scattering length as is sufficiently small that we can ignore
corrections to g outside the Born approximation.

• These assumptions are satisfied when we load atoms into an optical lattice.
Thus, the same second-quantised Hamiltonian is valid.

• Our Gross-Pitaevskii and Bogoliubov approximations are no longer valid in gen-
eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
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we find for the lowest few bands that good results are obtain for relatively small
l ∼ 10.

• Depending on the depth of the lattice, particles in the lowest bands, with E(n)
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q > V0 corre-

spond to free particles.

• The lowest two bands are separated in energy by

∆E = E(1)
q=π/a − E(0)

q=π/a = !ω ≈ !ωT

approximately given by the trapping frequency from the Harmonic oscillator ap-
proximation, ωT .

• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
restrict the system to the lowest Bloch band.

Wannier Functions

• It is often very convenient to express the Bloch functions in terms of Wannier
functions, which also form a complete set of orthogonal basis states. The Wan-
nier functions are given in 1D by

wn(x− xi) =
√

a

2π

∫ π/a

−π/a
dq un

q (x) e−iqxi ,

where xi are the minima of the standing wave. Each set of Wannier functions
for a given n can be used to express the Bloch functions in that band,

u(n)
q (x) =

√
a

2π

∑

xi

wn(x− xi)eixiq.

• The Wannier functions have the advantage of being localised on particular sites,
which makes them useful for describing local interactions between particles.

• The Wannier functions are not uniquely defined by the integral over the Bloch
functions, as each wavefunction φ(n)

q (x) is arbitrary up to a complex phase.
However, as shown by Kohn [Phys. Rev. 115, 809 (1959)], there exists for each
band only one real Wannier function wn(x) that is:

- Either symmetric or antisymmetric about either x = 0 or x = a/2, and
- Falls off exponentially, i.e., |wn(x)| ∼ exp(−hnx) for some hn > 0 as

x→∞.

• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
discussions.

• If u(n)
q (x) is expanded as

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj

the maximally localised Wannier functions can be produced if all cn,q
m are chosen

to be purely real for the even bands, n = 0, 2, 4, . . . , and imaginary for the odd
bands n = 1, 3, 5, . . . , and are smoothly varying as a function of q.

• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
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eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
shown that this system could, with particular assumptions,

be mapped onto a Bose-Hubbard model.

• In order to understand this mapping, we must first review the single-particle
physics in this system.

Band Structure

• In 1D, the coherent dynamics of a single atom in the standing wave is described
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Bloch Functions
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• Whilst uq(x) are, in general, complicated functions, they are relatively simple to
compute numerically, e.g., by writing the Fourier expansion
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which allows us to reduce to a linear eigenvalue equation in the complex coef-
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Exercise: Insert the Fourier decomposition of u(n)
q (x) into the Schrödinger equa-

tion, and derive these coefficients.

• This problem can be diagonalised numerically restricting j ∈ {−l, . . . , l}, and
we find for the lowest few bands that good results are obtain for relatively small
l ∼ 10.

• Depending on the depth of the lattice, particles in the lowest bands, with E(n)
q !

V0 are in bound states of the potential, whilst the higher bands E(n)
q > V0 corre-

spond to free particles.

• The lowest two bands are separated in energy by

∆E = E(1)
q=π/a − E(0)

q=π/a = !ω ≈ !ωT

approximately given by the trapping frequency from the Harmonic oscillator ap-
proximation, ωT .

• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
restrict the system to the lowest Bloch band.

Wannier Functions

• It is often very convenient to express the Bloch functions in terms of Wannier
functions, which also form a complete set of orthogonal basis states. The Wan-
nier functions are given in 1D by

wn(x− xi) =
√

a

2π

∫ π/a

−π/a
dq un

q (x) e−iqxi ,

where xi are the minima of the standing wave. Each set of Wannier functions
for a given n can be used to express the Bloch functions in that band,

u(n)
q (x) =

√
a

2π

∑

xi

wn(x− xi)eixiq.

• The Wannier functions have the advantage of being localised on particular sites,
which makes them useful for describing local interactions between particles.

• The Wannier functions are not uniquely defined by the integral over the Bloch
functions, as each wavefunction φ(n)

q (x) is arbitrary up to a complex phase.
However, as shown by Kohn [Phys. Rev. 115, 809 (1959)], there exists for each
band only one real Wannier function wn(x) that is:

- Either symmetric or antisymmetric about either x = 0 or x = a/2, and
- Falls off exponentially, i.e., |wn(x)| ∼ exp(−hnx) for some hn > 0 as

x→∞.

• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
discussions.

• If u(n)
q (x) is expanded as

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj

the maximally localised Wannier functions can be produced if all cn,q
m are chosen

to be purely real for the even bands, n = 0, 2, 4, . . . , and imaginary for the odd
bands n = 1, 3, 5, . . . , and are smoothly varying as a function of q.

• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.
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with g = 4π!2as
m , where as is the scattering length.

• This is valid under the assumptions:
- Only two-body interactions are important

∗ The gas is sufficiently dilute that we can treat the composite atoms
as Bosons

∗ That the scattering length as is sufficiently small that we can ignore
corrections to g outside the Born approximation.

• These assumptions are satisfied when we load atoms into an optical lattice.
Thus, the same second-quantised Hamiltonian is valid.

• Our Gross-Pitaevskii and Bogoliubov approximations are no longer valid in gen-
eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
shown that this system could, with particular assumptions,

be mapped onto a Bose-Hubbard model.

• In order to understand this mapping, we must first review the single-particle
physics in this system.
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Exercise: Insert the Fourier decomposition of u(n)
q (x) into the Schrödinger equa-

tion, and derive these coefficients.

• This problem can be diagonalised numerically restricting j ∈ {−l, . . . , l}, and
we find for the lowest few bands that good results are obtain for relatively small
l ∼ 10.

• Depending on the depth of the lattice, particles in the lowest bands, with E(n)
q !

V0 are in bound states of the potential, whilst the higher bands E(n)
q > V0 corre-

spond to free particles.

• The lowest two bands are separated in energy by

∆E = E(1)
q=π/a − E(0)

q=π/a = !ω ≈ !ωT

approximately given by the trapping frequency from the Harmonic oscillator ap-
proximation, ωT .

• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
restrict the system to the lowest Bloch band.

Wannier Functions

• It is often very convenient to express the Bloch functions in terms of Wannier
functions, which also form a complete set of orthogonal basis states. The Wan-
nier functions are given in 1D by

wn(x− xi) =
√

a
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∫ π/a

−π/a
dq un

q (x) e−iqxi ,

where xi are the minima of the standing wave. Each set of Wannier functions
for a given n can be used to express the Bloch functions in that band,

u(n)
q (x) =

√
a
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∑

xi

wn(x− xi)eixiq.

• The Wannier functions have the advantage of being localised on particular sites,
which makes them useful for describing local interactions between particles.

• The Wannier functions are not uniquely defined by the integral over the Bloch
functions, as each wavefunction φ(n)

q (x) is arbitrary up to a complex phase.
However, as shown by Kohn [Phys. Rev. 115, 809 (1959)], there exists for each
band only one real Wannier function wn(x) that is:

- Either symmetric or antisymmetric about either x = 0 or x = a/2, and
- Falls off exponentially, i.e., |wn(x)| ∼ exp(−hnx) for some hn > 0 as

x→∞.

• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
discussions.

• If u(n)
q (x) is expanded as

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj

the maximally localised Wannier functions can be produced if all cn,q
m are chosen

to be purely real for the even bands, n = 0, 2, 4, . . . , and imaginary for the odd
bands n = 1, 3, 5, . . . , and are smoothly varying as a function of q.

• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.
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∗ That the scattering length as is sufficiently small that we can ignore
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• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
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which makes them useful for describing local interactions between particles.

• The Wannier functions are not uniquely defined by the integral over the Bloch
functions, as each wavefunction φ(n)

q (x) is arbitrary up to a complex phase.
However, as shown by Kohn [Phys. Rev. 115, 809 (1959)], there exists for each
band only one real Wannier function wn(x) that is:

- Either symmetric or antisymmetric about either x = 0 or x = a/2, and
- Falls off exponentially, i.e., |wn(x)| ∼ exp(−hnx) for some hn > 0 as
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• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
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• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.
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with g = 4π!2as
m , where as is the scattering length.

• This is valid under the assumptions:
- Only two-body interactions are important

∗ The gas is sufficiently dilute that we can treat the composite atoms
as Bosons

∗ That the scattering length as is sufficiently small that we can ignore
corrections to g outside the Born approximation.

• These assumptions are satisfied when we load atoms into an optical lattice.
Thus, the same second-quantised Hamiltonian is valid.

• Our Gross-Pitaevskii and Bogoliubov approximations are no longer valid in gen-
eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
shown that this system could, with particular assumptions,

be mapped onto a Bose-Hubbard model.

• In order to understand this mapping, we must first review the single-particle
physics in this system.

Band Structure

• In 1D, the coherent dynamics of a single atom in the standing wave is described
by the Hamiltonian

Ĥ =
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+ V0 sin2(klx).

Bloch Functions

• The eigenstates of this Hamiltonian are then the Bloch eigenstates, which have
the form
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where q is the quasimomentum of the eigenstate, q ∈ [−π/a,π/a], and u(n)
q (x)
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and have the same periodicity as the potential (u(n)
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q (x)).

• The Bloch eigenstates are normalised so that
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• Whilst uq(x) are, in general, complicated functions, they are relatively simple to
compute numerically, e.g., by writing the Fourier expansion

u(n)
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Exercise: Insert the Fourier decomposition of u(n)
q (x) into the Schrödinger equa-

tion, and derive these coefficients.

• This problem can be diagonalised numerically restricting j ∈ {−l, . . . , l}, and
we find for the lowest few bands that good results are obtain for relatively small
l ∼ 10.

• Depending on the depth of the lattice, particles in the lowest bands, with E(n)
q !

V0 are in bound states of the potential, whilst the higher bands E(n)
q > V0 corre-

spond to free particles.

• The lowest two bands are separated in energy by

∆E = E(1)
q=π/a − E(0)

q=π/a = !ω ≈ !ωT

approximately given by the trapping frequency from the Harmonic oscillator ap-
proximation, ωT .

• When we derive the Bose-Hubbard model we will assume that the temperature
and all other energy scales in the system are smaller than ωT , allowing us to
restrict the system to the lowest Bloch band.

Wannier Functions

• It is often very convenient to express the Bloch functions in terms of Wannier
functions, which also form a complete set of orthogonal basis states. The Wan-
nier functions are given in 1D by

wn(x− xi) =
√

a

2π

∫ π/a

−π/a
dq un

q (x) e−iqxi ,

where xi are the minima of the standing wave. Each set of Wannier functions
for a given n can be used to express the Bloch functions in that band,

u(n)
q (x) =

√
a

2π

∑

xi

wn(x− xi)eixiq.

• The Wannier functions have the advantage of being localised on particular sites,
which makes them useful for describing local interactions between particles.

• The Wannier functions are not uniquely defined by the integral over the Bloch
functions, as each wavefunction φ(n)

q (x) is arbitrary up to a complex phase.
However, as shown by Kohn [Phys. Rev. 115, 809 (1959)], there exists for each
band only one real Wannier function wn(x) that is:

- Either symmetric or antisymmetric about either x = 0 or x = a/2, and
- Falls off exponentially, i.e., |wn(x)| ∼ exp(−hnx) for some hn > 0 as

x→∞.

• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
discussions.

• If u(n)
q (x) is expanded as

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj

the maximally localised Wannier functions can be produced if all cn,q
m are chosen

to be purely real for the even bands, n = 0, 2, 4, . . . , and imaginary for the odd
bands n = 1, 3, 5, . . . , and are smoothly varying as a function of q.

• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.
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• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.

• The major difference between the two is that the Wannier functions are ex-
ponentially localised, |wn(x)| ∼ exp(−hnx), whereas the harmonic oscillator
wavefunctions decay more rapidly in the tails as exp[−x2/(2a0)2].

The Bose-Hubbard Model

• In terms of bosonic creation and annihilation operators b̂†i and b̂i that obey the
standard commutator relations, the Bose-Hubbard model is given (! = 1) by

Ĥ = −J
∑

〈i,j〉

b̂†i b̂j +
U

2

∑

i

n̂i(n̂i − 1) +
∑

i

εin̂i,

• 〈i, j〉 denotes a sum over all combinations of neighbouring sites

• n̂i = b̂†i b̂i and εi is the local energy offset of each site.

• εi can include, for example, the effects of background trapping potentials, su-
perlattice, or fixed disorder.

Derivation of the Bose-Hubbard Hamiltonian

• The Bose-Hubbard Hamiltonian can be derived directly from the microscopic
second-quantised Hamiltonian a cold atomic gas

Ĥ =
∫

dxΨ̂†(x)
(
− !2

2m
∇2 + V (x)

)
Ψ̂(x) +

g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

• We expand the field operators in terms of Wannier functions,

Ψ̂(x) =
∑

i.n

wn(x− xi) b̂n,i,

where for a 3D cubic lattice the Wannier function wn(x), x = (x, y, z) is a product
of the 1D Wannier functions, wn(x) = wnx(x)wny (y)wnz (z).

• Approximation 1: That the Temperature T , and the interaction energies U〈n̂〉/2
are much less than the trapping frequency ωT , which gives the separation be-
tween the Bloch Bands, so that we may restrict the system to Wannier states in
the lowest band, eliminating the others in perturbation theory.

• Then we are left with terms involving w0(x) only.

• Consider the First term,
∫

dxΨ̂†(x)
(
− !2

2m
∇2 + V (x)

)
Ψ̂(x)

• This produces onsite terms of the form

εi =
∫

dx |w0(x− xi)|2 (V (x− xi)) b̂†0,ib̂0,i

and offsite terms of the form

−
∫

dxw0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− la)b̂†0,ib̂0,i+l,

where a is the distance between sites, and l is an integer.

• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,

J = −
∫

dxw0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− a)



The Physics of Cold Atoms

Andrew Daley
Lecture 12:
Atoms in Optical Lattices 1

Background: Second Quantisation

• When we deal with a system of identical particles, it becomes inconvenient to
write the many-body wavefunction in the form

ψ(r1,r2,r3,..., rN ).

• Instead, we make use of the fact that identical quantum mechanical particles
are indistinguishable, and express the state in terms of the occupation numbers
ni of a complete set of single particle states, e.g., momentum states for free
particles

|ψ〉 = |np1 , np2 , ..., npi , ...〉 =
∏

i

|npi〉

Identical Bosons

• We now define the annihilation operator for mode p as

b̂p |...np...〉 = √
np |...(np − 1)...〉

• The adjoint of this operator is then the creation operator b†p, and it can be shown
that

b̂†p |...np...〉 =
√

np + 1 |...(np + 1)...〉

• The relevant commutator relations are given by

[b̂p, b̂†p′ ] = δp,p′

[b̂p, b̂p′ ] = [b̂†p, b̂†p′ ] = 0

• Because
b̂†pb̂†p′ |φ〉 = b̂†p′ b̂†p |φ〉

these states are symmetric under interchange of particles, and we are dealing
with a system of Bosons.

• These states are called Fock states, or number states, because they are eigen-
states of the particle number operator

N̂p = b̂†pb̂p

N̂p |...np...〉 = np |...np...〉

• {Np} forms a complete set of commuting observables, and thus all other possi-
ble many-body states can be constructed from superpositions of Fock states.

• Using the number operator, we can construct the momentum operator as

P̂ =
∑

p

pN̂p =
∑

p

p b̂†pb̂p
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• The kinetic energy operator is then similarly written as

ĤKE =
∑

p

EpN̂p =
∑

p

p2

2m
b̂†pb̂p

so that the Schrödinger equation for non-interacting particles reads

ĤKE |ψ〉 = i! ∂

∂t
|ψ〉

• Note the similarities between this formalism, and the formalism for the harmonic
oscillator with creation and annihilation operators for the excitations. Here, each
state behaves as an independent harmonic oscillator, and the number of parti-
cles in the state are the excitation level of that oscillator.

Identical Fermions

• The state for Fermions must be antisymmetric under interchange of particles,
and therefore the fermion creation and annihilation operators must obey the
relations

ĉ†pĉ†p′ = −ĉ†p′ ĉ†p, ĉpĉp′ = −ĉp′ ĉp

and
ĉpĉ†p′ + ĉ†p′ ĉp = δp,p′

• These are so-called anticommutation relations, defined as

{A, B} = [A, B]+ = AB + BA

• We can thus write the relations for Fermionic operators as

[ĉp, ĉ†p′ ]+ = δp,p′

[ĉp, ĉp′ ]+ = [ĉ†p, ĉ†p′ ]+ = 0

• Note that these operators obey the Pauli exclusion principle, as

ĉpĉp = −ĉpĉp, ⇒ ĉ2
p = 0,

and thus
N̂2

p = ĉ†pĉpĉ†pĉp = ĉ†pĉp − ĉ†pĉ†pĉpĉp = ĉ†pĉp = N̂p

so that the only allowed eigenvalues for N̂p for Fermions are 0 and 1.

Field Operators

• We define the field operators

ψ̂(r) =
1√
V

∑

p

ei(k.r−ωpt)âp

where k = p/!, ωp = Ep/! = p2/(2m!).

• This operator obeys the commuator (or equivalent anticommutator for fermions)

[ψ̂(r), ψ̂†(r′)] = δ(r− r′)

• These operators can be interpreted as the creation and annihilation operators
for a state in which a particle is located at the point r, and are the Fourier
transforms of the momentum space operators.

|r〉 = ψ̂†(r) |0〉
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• These are so-called anticommutation relations, defined as

{A, B} = [A, B]+ = AB + BA

• We can thus write the relations for Fermionic operators as
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• Many useful forms involving the field operators can be proven using the wave-
function for a particle of momentum p in a box of volume V ,

〈r|p〉 =
1√
V

ei(k.r−ωpt)

together with the identity
∫

V
d3r eik.r =

{
V, k = 0
0, k $= 0

= V δk,0

• For example,

ĤKE =
∫

d3r ψ̂†(r)
(
− !2

2m
∇2

)
ψ̂(r)

P̂ =
∫

d3r ψ̂†(r) (−i!∇) ψ̂(r)

N̂ =
∫

d3r ψ̂†(r) ψ̂(r)

• With an external field V1(r), the Hamiltonian is written

Ĥ0 =
∫

d3r ψ̂†(r)
[
− !2

2m
∇2 + V1(r)

]
ψ̂(r)

• Interactions between two atoms described by a potential V2(r1 − r2) produce a
Hamiltonian of the form Ĥ = Ĥ0 + Ĥint, with

Ĥint =
1
2

∫
d3r

∫
d3r′ ψ̂†(r, t) ψ̂†(r′, t) V2(r′ − r) ψ̂(r′, t) ψ̂(r, t)

Optical Potential

• In 1D, we can write the lattice potential as

V (x) = − Ω2(x)δ
4δ2 + Γ2

≈ −Ω2(x)
4δ

= −Ω2
0

4δ
sin2(klx) = V0 sin2(klx),

where we have used the spatial dependence of Ω for the 1D standing wave,
Ω(x) = Ω0 sin(klx), and defined the depth of the lattice V0 = Ω2

0/(4δ).

• In a deep lattice, the ground state wavefunction of an atom trapped in one of
the potential minima will be much smaller than one period of the lattice. In this
limit, the optical potential for the atom may also be approximated by a Harmonic
potential,

V (x) = V0 sin2(klx)

= V0

[
klx + (klx)3 /6 + ...

]2

≈ V0 (klx)2 =
mω2

T x2

2
,

with trapping frequency

ωT =
Ω0kl√
2mδ

=

√
2V0k2

l

m
= 2

√
V0ER

! ,

where the recoil energy

ER =
!2k2

l

2m
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Many-Body Hamiltonian

• The many-body Hamiltonian for the dilute, weakly interacting Bose gas may be
written in terms of bosonic operators, which obey

[ψ̂(r), ψ̂†(r′)] = δ(r− r′)

as

Ĥ ≈
∫

d3r ψ̂†(r)
[
− !2

2m
∇2 + V0(r)

]
ψ̂(r) +

g

2

∫
d3r ψ̂†(r) ψ̂†(r) ψ̂(r) ψ̂(r)

with g = 4π!2as
m , where as is the scattering length.

• This is valid under the assumptions:
- The gas is sufficiently dilute that:

∗ Only two-body interactions are important
∗ We can treat the composite atoms as Bosons

- The energy/temperature are sufficiently small that two-body scattering re-
duces to s-wave processes, parameterised by the scattering length.

- That the scattering length as is sufficiently small that we can ignore cor-
rections to g outside the Born approximation.

• These assumptions are typically satisfied when we load atoms from a BEC into
an optical lattice. Thus, the same second-quantised Hamiltonian is valid.

• Our Gross-Pitaevskii and Bogoliubov approximations are no longer valid in gen-
eral in the presence of a 3D lattice (although they may sometimes be applied to
very shallow lattices or very weak interactions).

• Interest in atoms in optical lattices arose at the end of the 1990s when it was
shown that this system could, with particular assumptions,

be mapped onto a Bose-Hubbard model.

• In order to understand this mapping, we must first review the single-particle
physics in this system.

Band Structure

• In 1D, the coherent dynamics of a single atom in the standing wave is described
by the Hamiltonian

Ĥ =
p̂2

2m
+ V0 sin2(klx).

Bloch Functions

• The eigenstates of this Hamiltonian are then the Bloch eigenstates, which have
the form

φ(n)
q (x) = eiqxun

q (x),

where q is the quasimomentum of the eigenstate, q ∈ [−π/a,π/a], and u(n)
q (x)

are the eigenstates of the Hamiltonian

Hq =
(p + q)2

2m
+ V0 sin2(klx),

and have the same periodicity as the potential (u(n)
q (x + a) = u(n)

q (x)).

• The Bloch eigenstates are normalised so that

2π

a

∫ a

0
|φ(n)

q (x)|2dx = 1.

Many-body Hamiltonian:



•  D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and P. Zoller, Phys Rev. Lett. 81, 3108 (1998)
•  M. Greiner, O. Mandel, T. Esslinger, T. Hänsch, and I. Bloch, Nature 415 39 (2002) [& 419 51 (2002)]
•  D. Jaksch and P. Zoller, "The Cold Atom Hubbard Toolbox", Annals of Physics 315, 52 (2005).

• Our system is described by a Bose-Hubbard Model

• The major difference between the two is that the Wannier functions are ex-
ponentially localised, |wn(x)| ∼ exp(−hnx), whereas the harmonic oscillator
wavefunctions decay more rapidly in the tails as exp[−x2/(2a0)2].

The Bose-Hubbard Model

• In terms of bosonic creation and annihilation operators b̂†i and b̂i that obey the
standard commutator relations, the Bose-Hubbard model is given (! = 1) by

Ĥ = −J
∑

〈i,j〉

b̂†i b̂j +
U

2

∑

i

n̂i(n̂i − 1) +
∑

i

εin̂i,

• 〈i, j〉 denotes a sum over all combinations of neighbouring sites

• n̂i = b̂†i b̂i and εi is the local energy offset of each site.

• εi can include, for example, the effects of background trapping potentials, su-
perlattice, or fixed disorder.

Derivation of the Bose-Hubbard Hamiltonian

• The Bose-Hubbard Hamiltonian can be derived directly from the microscopic
second-quantised Hamiltonian a cold atomic gas

Ĥ =
∫

dxΨ̂†(x)
(
− !2

2m
∇2 + V (x)

)
Ψ̂(x) +

g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

• We expand the field operators in terms of Wannier functions,

Ψ̂(x) =
∑

i.n

wn(x− xi) b̂n,i,

where for a 3D cubic lattice the Wannier function wn(x), x = (x, y, z) is a product
of the 1D Wannier functions, wn(x) = wnx(x)wny (y)wnz (z).

• Approximation 1: That the Temperature T , and the interaction energies U〈n̂〉/2
are much less than the trapping frequency ωT , which gives the separation be-
tween the Bloch Bands, so that we may restrict the system to Wannier states in
the lowest band, eliminating the others in perturbation theory.

• Then we are left with terms involving w0(x) only.

• Consider the First term,
∫

dxΨ̂†(x)
(
− !2

2m
∇2 + V (x)

)
Ψ̂(x)

• This produces onsite terms of the form

εi =
∫

dx |w0(x− xi)|2 (V (x− xi)) b̂†0,ib̂0,i

and offsite terms of the form

−
∫

dxw0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− la)b̂†0,ib̂0,i+l,

where a is the distance between sites, and l is an integer.

• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,

J = −
∫

dxw0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− a)

Wannier 
functions
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sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,
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• The major difference between the two is that the Wannier functions are ex-
ponentially localised, |wn(x)| ∼ exp(−hnx), whereas the harmonic oscillator
wavefunctions decay more rapidly in the tails as exp[−x2/(2a0)2].

The Bose-Hubbard Model

• In terms of bosonic creation and annihilation operators b̂†i and b̂i that obey the
standard commutator relations, the Bose-Hubbard model is given (! = 1) by
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• 〈i, j〉 denotes a sum over all combinations of neighbouring sites

• n̂i = b̂†i b̂i and εi is the local energy offset of each site.

• εi can include, for example, the effects of background trapping potentials, su-
perlattice, or fixed disorder.

Derivation of the Bose-Hubbard Hamiltonian

• The Bose-Hubbard Hamiltonian can be derived directly from the microscopic
second-quantised Hamiltonian a cold atomic gas
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Ψ̂(x) =
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where for a 3D cubic lattice the Wannier function wn(x), x = (x, y, z) is a product
of the 1D Wannier functions, wn(x) = wnx(x)wny (y)wnz (z).

• Approximation 1: That the Temperature T , and the interaction energies U〈n̂〉/2
are much less than the trapping frequency ωT , which gives the separation be-
tween the Bloch Bands, so that we may restrict the system to Wannier states in
the lowest band, eliminating the others in perturbation theory.

• Then we are left with terms involving w0(x) only.

• Consider the First term,
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• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,

J = −
∫
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(
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)
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• We expand the field operators in terms of Wannier functions,
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where for a 3D cubic lattice the Wannier function wn(x), x = (x, y, z) is a product
of the 1D Wannier functions, wn(x) = wnx(x)wny (y)wnz (z).

• Approximation 1: That the Temperature T , and the interaction energies U〈n̂〉/2
are much less than the trapping frequency ωT , which gives the separation be-
tween the Bloch Bands, so that we may restrict the system to Wannier states in
the lowest band, eliminating the others in perturbation theory.

• Then we are left with terms involving w0(x) only.

• Consider the First term,
∫

dxΨ̂†(x)
(
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)
Ψ̂(x)

• This produces onsite terms of the form
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∫
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−
∫
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(
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)
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where a is the distance between sites, and l is an integer.

• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,

J = −
∫
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(
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• The Second Term
g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

produces interaction terms of the form

Uijkl ∝
∫

dxw0(x− xi)w0(x− xj)w0(x− xk)w0(x− xl)b̂†0,ib̂
†
0,j b̂0,k b̂0,l

• Approximation 3: That the offsite interactions e.g., U1010 or tunneling, e.g., U0001

are small compared with U = U0000 and can be neglected.

• Then, our many-body Hamiltonian reduces to the Bose-Hubbard model

Ĥ = −J
∑

〈i,j〉

b̂†i b̂j +
U

2

∑

i

n̂i(n̂i − 1) +
∑

i

εin̂i,

with

J = −
∫

dx w0(x)
(
− !2
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)
w0(x− a),

U = g

∫
dx |w0(x)|4,

εi =
∫

dx |w0(x− xi)|2 (V (x− xi)) ,

• All of these conditions are fulfilled provided that the lattice is deeper than V0 ∼
2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
bach resonance.

• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
model dispersion relation. Thus, J can be most easily computed as a quar-
ter the energy range for the Bloch band.

b̂j =
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k=−∞
e−ikaj âk
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∑
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ponentially localised, |wn(x)| ∼ exp(−hnx), whereas the harmonic oscillator
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• Approximation 1: That the Temperature T , and the interaction energies U〈n̂〉/2
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the lowest band, eliminating the others in perturbation theory.
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1, and that the remaining terms should be neglected. Then we write for the
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Ĥ = −J
∑

〈i,j〉

b̂†i b̂j +
U

2

∑

i

n̂i(n̂i − 1) +
∑

i

εin̂i,

• 〈i, j〉 denotes a sum over all combinations of neighbouring sites

• n̂i = b̂†i b̂i and εi is the local energy offset of each site.

• εi can include, for example, the effects of background trapping potentials, su-
perlattice, or fixed disorder.

Derivation of the Bose-Hubbard Hamiltonian

• The Bose-Hubbard Hamiltonian can be derived directly from the microscopic
second-quantised Hamiltonian a cold atomic gas
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where a is the distance between sites, and l is an integer.

• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,
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• The Second Term
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∫
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produces interaction terms of the form

Uijkl ∝
∫

dxw0(x− xi)w0(x− xj)w0(x− xk)w0(x− xl)b̂†0,ib̂
†
0,j b̂0,k b̂0,l

• Approximation 3: That the offsite interactions e.g., U1010 or tunneling, e.g., U0001

are small compared with U = U0000 and can be neglected.

• Then, our many-body Hamiltonian reduces to the Bose-Hubbard model
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U = g

∫
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∫
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• All of these conditions are fulfilled provided that the lattice is deeper than V0 ∼
2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
bach resonance.

• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
model dispersion relation. Thus, J can be most easily computed as a quar-
ter the energy range for the Bloch band.
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• All of these conditions are fulfilled provided that the lattice is deeper than V0 ∼
2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
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• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
model dispersion relation. Thus, J can be most easily computed as a quar-
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•  Note that U/J can be varied by changing the depth of the lattice, or altering g via a   
    Feshbach resonance.



          

Bose-Hubbard Model: Summary

Wannier 
functions

H = −J
∑

〈i,j〉

b̂†i b̂j +
∑

i

εin̂i +
U

2

∑

i

n̂i(n̂i − 1) kBT, J, U ! !ω

D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and P. Zoller, Phys Rev. Lett. 81, 3108 (1998)

• This produces onsite terms of the form

εi =
∫

dx |w0(x− xi)|2 (V (x− xi)) b̂†0,ib̂0,i

and offsite terms of the form

−
∫

dx w0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− la)b̂†0,ib̂0,i+l,

where a is the distance between sites, and l is an integer.

• Approximation 2: That the tunnelling matrix elements between neighbouring
sites l = 1 are much larger than those between next-nearest neighbours, l >
1, and that the remaining terms should be neglected. Then we write for the
remaining terms,

J = −
∫

dxw0(x)
(
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∇2 + V0 sin2(klx)

)
w0(x− a)

• The Second Term
g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

produces interaction terms of the form

Uijkl ∝
∫

dxw0(x− xi)w0(x− xj)w0(x− xk)w0(x− xl)b̂†0,ib̂
†
0,j b̂0,k b̂0,l

• Approximation 3: That the offsite interactions e.g., U1010 or tunneling, e.g., U0001

are small compared with U = U0000 and can be neglected.

• Then, our many-body Hamiltonian reduces to the Bose-Hubbard model
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U

2

∑

i

n̂i(n̂i − 1) +
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∫
dx |w0(x)|4,
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∫
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• All of these conditions are fulfilled provided that the lattice is deeper than V0 ∼
2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
bach resonance.

• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
model dispersion relation. Thus, J can be most easily computed as a quar-
ter the energy range for the Bloch band.

b̂j =
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k=−∞
e−ikaj âk

Assume:
- Only lowest band
- Only nearest neighbour tunneling
- Only onsite interactions

• These Wannier functions are known as the maximally localised Wannier func-
tions, and we will use this choice for the Wannier functions in the rest of our
discussions.

• If u(n)
q (x) is expanded as

u(n)
q (x) =

1√
2π

∞∑

j=−∞
c(n,q)
j ei2klxj

the maximally localised Wannier functions can be produced if all cn,q
m are chosen

to be purely real for the even bands, n = 0, 2, 4, . . . , and imaginary for the odd
bands n = 1, 3, 5, . . . , and are smoothly varying as a function of q.

• Wannier functions for deeply bound bands are very close to the harmonic oscil-
lator wavefunctions, and for many analytical estimates of onsite properties the
Wannier functions may be replaced by harmonic oscillator wavefunctions if the
lattice is sufficiently deep.

• The major difference between the two is that the Wannier functions are ex-
ponentially localised, |wn(x)| ∼ exp(−hnx), whereas the harmonic oscillator
wavefunctions decay more rapidly in the tails as exp[−x2/(2a0)2].

The Bose-Hubbard Model

• In terms of bosonic creation and annihilation operators b̂†i and b̂i that obey the
standard commutator relations, the Bose-Hubbard model is given (! = 1) by

Ĥ = −J
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∑
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εin̂i,

• 〈i, j〉 denotes a sum over all combinations of neighbouring sites

• n̂i = b̂†i b̂i and εi is the local energy offset of each site.

• εi can include, for example, the effects of background trapping potentials, su-
perlattice, or fixed disorder.

Derivation of the Bose-Hubbard Hamiltonian
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)
Ψ̂(x) +

g

2
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dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)
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delocalized atoms: BEC

• Phase Diagram

"Fock states" regular filling with exactly 1, 2 or 3 atoms per 
lattice site

• Mott Insulator Phase: J<<U

• Superfluid J>>U

Basic Properties of the Bose-Hubbard Model

• Bose-Hubbard Model has a very interesting phase diagram, exhibiting a phase
transition for commensurate filling (number of particles N is integer multiple of
number of lattice sites M).

• In the limit (U/J) → 0, the ground state of the system is superfluid, and the
atoms are delocalised around the lattice. For a lattice of M sites, this ideal
superfluid state can be written as

|ΨSF 〉 =

(
1√
M

M∑

i=1

b̂†i

)N

|0〉,

which for N, M →∞ at fixed N/M tends to

|ΨSF 〉 =
M∏

i=1

[
exp

(√
N

M
b̂†i

)
|0〉i

]
,

which is locally a coherent state with Poisson number statistics.

• In 3D, this state is an ideal BEC in which all N atoms are in the Bloch state
φ(n=0)
q=0 (x).

• As U/J increases, a regime exists in which the onsite interactions make it less
favourable to particles to hop to neighbouring sites.

• Provided that the number of particles and lattice sites are commensurate, a
phase transition then occurs to the Mott Insulator (MI) regime, in which particles
are essentially localised at particular sites in the sense that their mean square
displacement is finite.

• In the limit J/U → 0, this state corresponds to a fixed number of atoms on each
site,

|ΨMI〉 =
∏

i

|n̄〉i,

where n̄ = 〈n̂〉 = N/M is the average filling factor. The MI regime appears as
lobes in the phase diagram corresponding to an integer fixed filling factor.

• Superfluid states at (T=0) exhibit off-diagonal long-range order (or quasi-long
range order in 1D), with the off diagonal elements of the single particle density
matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.

• For finite J/U , the off diagonal elements of the single particle density matrix,
〈b̂†i b̂j〉, decay exponentially for a MI state as a function of |i− j|.

• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,

ρ1(l) = 〈b̂†i b̂i+R〉

with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
∑

R

eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a

• The Second Term
g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

produces interaction terms of the form

Uijkl ∝
∫

dxw0(x− xi)w0(x− xj)w0(x− xk)w0(x− xl)b̂†0,ib̂
†
0,j b̂0,k b̂0,l

• Approximation 3: That the offsite interactions e.g., U1010 or tunneling, e.g., U0001

are small compared with U = U0000 and can be neglected.

• Then, our many-body Hamiltonian reduces to the Bose-Hubbard model

Ĥ = −J
∑

〈i,j〉

b̂†i b̂j +
U

2

∑

i

n̂i(n̂i − 1) +
∑

i

εin̂i,

with

J = −
∫

dx w0(x)
(
− !2

2m
∇2 + V0 sin2(klx)

)
w0(x− a),

U = g

∫
dx |w0(x)|4,

εi =
∫

dx |w0(x− xi)|2 (V (x− xi)) ,

• All of these conditions are fulfilled provided that the lattice is deeper than V0 ∼
2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
bach resonance.

• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
model dispersion relation. Thus, J can be most easily computed as a quar-
ter the energy range for the Bloch band.

b̂j =
∞∑

k=−∞
e−ikaj âk
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Basic Properties of the Bose-Hubbard Model

• Bose-Hubbard Model has a very interesting phase diagram, exhibiting a phase
transition for commensurate filling (number of particles N is integer multiple of
number of lattice sites M).

• In the limit (U/J) → 0, the ground state of the system is superfluid, and the
atoms are delocalised around the lattice. For a lattice of M sites, this ideal
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which is locally a coherent state with Poisson number statistics.

• In 3D, this state is an ideal BEC in which all N atoms are in the Bloch state
φ(n=0)
q=0 (x).

• As U/J increases, a regime exists in which the onsite interactions make it less
favourable to particles to hop to neighbouring sites.

• Provided that the number of particles and lattice sites are commensurate, a
phase transition then occurs to the Mott Insulator (MI) regime, in which particles
are essentially localised at particular sites in the sense that their mean square
displacement is finite.

• In the limit J/U → 0, this state corresponds to a fixed number of atoms on each
site,

|ΨMI〉 =
∏

i

|n̄〉i,

where n̄ = 〈n̂〉 = N/M is the average filling factor. The MI regime appears as
lobes in the phase diagram corresponding to an integer fixed filling factor.

• Superfluid states at (T=0) exhibit off-diagonal long-range order (or quasi-long
range order in 1D), with the off diagonal elements of the single particle density
matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.

• For finite J/U , the off diagonal elements of the single particle density matrix,
〈b̂†i b̂j〉, decay exponentially for a MI state as a function of |i− j|.

• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,

ρ1(l) = 〈b̂†i b̂i+R〉

with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
∑

R

eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a

Basic Properties of the Bose-Hubbard Model

• Bose-Hubbard Model has a very interesting phase diagram, exhibiting a phase
transition for commensurate filling (number of particles N is integer multiple of
number of lattice sites M).

• In the limit (U/J) → 0, the ground state of the system is superfluid, and the
atoms are delocalised around the lattice. For a lattice of M sites, this ideal
superfluid state can be written as

|ΨSF 〉 =

(
1√
M

M∑

i=1

b̂†i

)N

|0〉,

which for N, M →∞ at fixed N/M tends to

|ΨSF 〉 =
M∏

i=1

[
exp

(√
N

M
b̂†i

)
|0〉i

]
,

which is locally a coherent state with Poisson number statistics.

• In 3D, this state is an ideal BEC in which all N atoms are in the Bloch state
φ(n=0)
q=0 (x).

• As U/J increases, a regime exists in which the onsite interactions make it less
favourable to particles to hop to neighbouring sites.

• Provided that the number of particles and lattice sites are commensurate, a
phase transition then occurs to the Mott Insulator (MI) regime, in which particles
are essentially localised at particular sites in the sense that their mean square
displacement is finite.

• In the limit J/U → 0, this state corresponds to a fixed number of atoms on each
site,

|ΨMI〉 =
∏

i

|n̄〉i,

where n̄ = 〈n̂〉 = N/M is the average filling factor. The MI regime appears as
lobes in the phase diagram corresponding to an integer fixed filling factor.

• Superfluid states at (T=0) exhibit off-diagonal long-range order (or quasi-long
range order in 1D), with the off diagonal elements of the single particle density
matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.

• For finite J/U , the off diagonal elements of the single particle density matrix,
〈b̂†i b̂j〉, decay exponentially for a MI state as a function of |i− j|.

• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,

ρ1(l) = 〈b̂†i b̂i+R〉

with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
∑

R

eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a

Basic Properties of the Bose-Hubbard Model

• Bose-Hubbard Model has a very interesting phase diagram, exhibiting a phase
transition for commensurate filling (number of particles N is integer multiple of
number of lattice sites M).

• In the limit (U/J) → 0, the ground state of the system is superfluid, and the
atoms are delocalised around the lattice. For a lattice of M sites, this ideal
superfluid state can be written as

|ΨSF 〉 =

(
1√
M

M∑

i=1

b̂†i

)N

|0〉,

which for N, M →∞ at fixed N/M tends to

|ΨSF 〉 =
M∏

i=1

[
exp

(√
N

M
b̂†i

)
|0〉i

]
,

which is locally a coherent state with Poisson number statistics.

• In 3D, this state is an ideal BEC in which all N atoms are in the Bloch state
φ(n=0)
q=0 (x).

• As U/J increases, a regime exists in which the onsite interactions make it less
favourable to particles to hop to neighbouring sites.

• Provided that the number of particles and lattice sites are commensurate, a
phase transition then occurs to the Mott Insulator (MI) regime, in which particles
are essentially localised at particular sites in the sense that their mean square
displacement is finite.

• In the limit J/U → 0, this state corresponds to a fixed number of atoms on each
site,

|ΨMI〉 =
∏

i

|n̄〉i,

where n̄ = 〈n̂〉 = N/M is the average filling factor. The MI regime appears as
lobes in the phase diagram corresponding to an integer fixed filling factor.

• Superfluid states at (T=0) exhibit off-diagonal long-range order (or quasi-long
range order in 1D), with the off diagonal elements of the single particle density
matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.

• For finite J/U , the off diagonal elements of the single particle density matrix,
〈b̂†i b̂j〉, decay exponentially for a MI state as a function of |i− j|.

• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,

ρ1(l) = 〈b̂†i b̂i+R〉

with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
∑

R

eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a

• The Second Term
g

2

∫
dxΨ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x)

produces interaction terms of the form

Uijkl ∝
∫

dxw0(x− xi)w0(x− xj)w0(x− xk)w0(x− xl)b̂†0,ib̂
†
0,j b̂0,k b̂0,l

• Approximation 3: That the offsite interactions e.g., U1010 or tunneling, e.g., U0001
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2ER.

• Note that U/J can be varied by changing the depth of the lattice or by a Fesh-
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• By taking the Fourier transform of the Bose-Hubbard Hamiltonian, we see that
the hopping term in position space corresponds to the normal tight-binding
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favourable to particles to hop to neighbouring sites.

• Provided that the number of particles and lattice sites are commensurate, a
phase transition then occurs to the Mott Insulator (MI) regime, in which particles
are essentially localised at particular sites in the sense that their mean square
displacement is finite.

• In the limit J/U → 0, this state corresponds to a fixed number of atoms on each
site,

|ΨMI〉 =
∏

i

|n̄〉i,

where n̄ = 〈n̂〉 = N/M is the average filling factor. The MI regime appears as
lobes in the phase diagram corresponding to an integer fixed filling factor.

• Superfluid states at (T=0) exhibit off-diagonal long-range order (or quasi-long
range order in 1D), with the off diagonal elements of the single particle density
matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.

• For finite J/U , the off diagonal elements of the single particle density matrix,
〈b̂†i b̂j〉, decay exponentially for a MI state as a function of |i− j|.

• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,

ρ1(l) = 〈b̂†i b̂i+R〉

with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
∑

R

eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a
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matrix, 〈b̂†i b̂j〉 decaying polynomially with |i− j|.
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• In a homogeneous system, the momentum distribution of atoms can be given
as a function of the single particle density matrix at separation l,
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with i = (ix, iy, iz), as

n(k) = n|w̃(k)|2
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eik.Rρ1(R)

where n is the density, and w̃(k) is the Fourier transform of the corresponding
Wannier Function.

• The superfluid phase can be distinguished because as l → ∞, ρ1(l) → n0/n,
where n0 is the condensate density. Thus, the momentum distribution has a
peak at reciprocal lattice vectors k = G, G.R = 2πz, where z is an integer.
There,

n(k = G) = N.n0|w̃(G)|2

which scales as the number of particles, N.

• For the MI phase, in the limit U >> J, ρ1(R) = 0 for |R| ≥ 1, and thus no such
peaks occur.

• For U ∼ J, but in the MI phase, it is still possible to observe peaks in the
momentum distribution at k = G, as the single particle denstiy matrix has non-
zero off-diagonal elements, but the intensity of these peaks does not scale as
N .

• At fixed integer n̄, the transition point in 2D or 3D is well described by mean-field
theories, with (U/J)c = 5.8z for n̄ = 1 and (U/J)c = 4n̄z for n̄ > 1, where z
is the number of nearest neighbours for each lattice site (in a 3D cubic lattice,
n̄ = 6).

• In 1D, the deviations from mean-field results are large, and (U/J)c = 3.37 for
n̄ = 1 and (U/J)c = 2.2n̄ for n̄ > 1.

• If n̄ is fixed and non-integer (e.g., the line 〈n̂〉 = 1 + ε ), then even in the limit
U % J , there is a fraction of atoms which can remain superfluid on top of a
frozen Mott-Insulator core (which will exist for n̄ > 1) provided J > 0.

• These atoms need not be affected by increasing U/J, as they can gain kinetic
energy by delocalising over the lattice without two of them being present at the
same site.

• In an external Harmonic trap, εl = Ωl2 with a fixed number of particles, the local
chemical

potential, µ, varies across the trap, decreasing from the centre to the edges,

µ ≈ µ0 − V (r)

• As a result, regions exhibiting alternately the superfluid and MI phases appear

• This layer structure has recently been observed by two experimental groups
(Mainz, MIT)

Related Models

• In a similar manner, one can show that the microscopic Hamiltonian for two
fermionic spin species reduces to the original Hubbard model,

Ĥ = −J
∑

〈i,j〉,σ

ĉ†iσ ĉjσ + U
∑

i

n̂i↑n̂i↓ +
∑

i,σ

εin̂iσ, ,

with fermionic operators ĉi, which obey the standard anti-commutator relations,
and σ ∈ {↑, ↓}. This is a simple example of the many two-species models that
can be engineered with atoms in optical lattices.

• Can also, e.g., trap Bose-Fermi mixtures, and can produce spin-dependent or
species-dependent lattices to tune U and J independently for different species.

• It is also possible to create multi-band Hubbard models, of the form

Ĥ2:Band = −
∑

〈i,j〉

(
J0b̂

†
0,ib̂0,j + J1b̂

†
1,ib̂1,j

)
+

1
2

∑

i

[U00n̂0,i(n̂0,i − 1) + U11n̂1,i(n̂1,i − 1)]

+ U10

∑

i

n̂0,in̂1,i +
∑

n,i

εn,in̂n,i,

Observation via momentum distribution:
SEE LECTURE BY S. FÖLLING
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Time-dependent study of the Mott Insulator-Superfluid transition:



• product state
• Not number conserving

• Gutzwiller ansatz: 〈HBH〉 − µ〈N̂〉 → min

|Ψ〉 =
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i

|φi〉 with |φi〉 =
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n=0

|n〉i f (i)
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n

f (i)
n

f (i)
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ψn
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1
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superfluid:
coherent state

Mott:
Fock state

• Mean field Hamiltonian: sum of local Hamiltonians

HMF =
∑

i



−J
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〈j|i〉

(
b†iψj + ψ∗

i bj

)
+

1
2
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n̂i(n̂i − 1)
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i

hi

with mean field (SF order parameter) ψi = 〈Ψ| bi |Ψ〉 ≡ 〈φi| bi |φi〉

Minimise to find ground state

SEE PROBLEMS FROM D. JAKSCHGutzwiller mean field:
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ĉ†iσ ĉjσ + U
∑

i

n̂i↑n̂i↓ +
∑

i,σ

εin̂iσ, ,
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• Can also, e.g., trap Bose-Fermi mixtures, and can produce spin-dependent or
species-dependent lattices to tune U and J independently for different species.

• It is also possible to create multi-band Hubbard models, of the form

Ĥ2:Band = −
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peak at reciprocal lattice vectors k = G, G.R = 2πz, where z is an integer.
There,

n(k = G) = N.n0|w̃(G)|2

which scales as the number of particles, N.

• For the MI phase, in the limit U >> J, ρ1(R) = 0 for |R| ≥ 1, and thus no such
peaks occur.

• For U ∼ J, but in the MI phase, it is still possible to observe peaks in the
momentum distribution at k = G, as the single particle denstiy matrix has non-
zero off-diagonal elements, but the intensity of these peaks does not scale as
N .

• At fixed integer n̄, the transition point in 2D or 3D is well described by mean-field
theories, with (U/J)c = 5.8z for n̄ = 1 and (U/J)c = 4n̄z for n̄ > 1, where z
is the number of nearest neighbours for each lattice site (in a 3D cubic lattice,
n̄ = 6).

• In 1D, the deviations from mean-field results are large, and (U/J)c = 3.37 for
n̄ = 1 and (U/J)c = 2.2n̄ for n̄ > 1.

• If n̄ is fixed and non-integer (e.g., the line 〈n̂〉 = 1 + ε ), then even in the limit
U % J , there is a fraction of atoms which can remain superfluid on top of a
frozen Mott-Insulator core (which will exist for n̄ > 1) provided J > 0.

• These atoms need not be affected by increasing U/J, as they can gain kinetic
energy by delocalising over the lattice without two of them being present at the
same site.

• In an external Harmonic trap, εl = Ωl2 with a fixed number of particles, the local
chemical

potential, µ, varies across the trap, decreasing from the centre to the edges,

µ ≈ µ0 − V (r)

• As a result, regions exhibiting alternately the superfluid and MI phases appear

• This layer structure has recently been observed by two experimental groups
(Mainz, MIT)

Related Models

• In a similar manner, one can show that the microscopic Hamiltonian for two
fermionic spin species reduces to the original Hubbard model,

Ĥ = −J
∑
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ĉ†iσ ĉjσ + U
∑

i

n̂i↑n̂i↓ +
∑

i,σ

εin̂iσ, ,

with fermionic operators ĉi, which obey the standard anti-commutator relations,
and σ ∈ {↑, ↓}. This is a simple example of the many two-species models that
can be engineered with atoms in optical lattices.

• Can also, e.g., trap Bose-Fermi mixtures, and can produce spin-dependent or
species-dependent lattices to tune U and J independently for different species.

• It is also possible to create multi-band Hubbard models, of the form

Ĥ2:Band = −
∑

〈i,j〉

(
J0b̂

†
0,ib̂0,j + J1b̂

†
1,ib̂1,j

)
+

1
2

∑

i

[U00n̂0,i(n̂0,i − 1) + U11n̂1,i(n̂1,i − 1)]

+ U10

∑

i

n̂0,in̂1,i +
∑

n,i

εn,in̂n,i,







Applications to Quantum Information Processing:

|1〉

• Array of singly occupied sites
• Qubits encoded in long-lived internal states.
• Entanglement, e.g., via controlled

collisions in a spin-dependent lattice:
|0〉

Cluster State, 
1-way QC


