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Baryon oscillations in matter

Imprint of acoustic 
waves before 
recombination in 
matter distribution

GALAXIES trace 
these

LINEAR Features in 
galaxy clustering 

Show up in large 
scale galaxy P(k)

Acc. Std. ruler

÷ by zero baryons

÷ by smooth fit

Blake & Glazebrook (2003)
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 Independent/Complementary/
Constraining test of Accelerating 
Universe paradigm

 Sensitivity to detect subtle 
deviation from ‘vanilla’ (w ! –1)

Why BAO?
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Measurements of                    combining with supernovae

Parameter forecasts

Assumes : (1) flat cosmology + constant equation-of-state ;
(2) latest supernova observations from Essence, SNLS and HST ;

(3) WMAP measurement of shift parameter R

(Plot credit:
Tamara Davis)

σ(Ωm) = 0.02

σ(wcons) = 0.07

(wcons,Ωm)
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History

2002: WFMOS BAO ideas 

z~1 SDSS survey (high-quality spectra)

2003: FMOS IR emission line survey 
concept

1<z<1.7 H" survey [Totani-san talk]

2003: AAOmega (4m AAT) Optical 
emission line survey concept

0.5<z<1 [OII] survey, 1000 deg2

One Hour exposures!!
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Exp times - starformers

[O ii] luminosity into an H! luminosity using the K98
SFR(H! ) relation. Teplitz et al. show that the comoving star
formation density estimated using H! systematically exceeds
the [O ii] estimate derived for the same redshift range. How-
ever, Teplitz et al. use SFR densities that have been corrected
for reddening in various ways. They use the uncorrected [O ii]
luminosity densities with the empirically derived [O ii]/H! to
convert the [O ii] luminosity densities into H! luminosity
densities. This process is similar to the one used by K98 to
derive his SFR([O ii]) indicator: the difference in reddening at
[O ii] and at H! is taken into account, but the reddening of the
H! luminosity is not. The derived luminosity densities should
therefore be corrected for reddening to allow comparison of
the resulting SFR densities with those calculated from H!
surveys. Typically, H! surveys are already corrected for red-

dening based on some assumption about the average attenua-
tion. Many studies of SFR densities based on H! make a
correction for reddening based on an assumed AV !1 mag.

Figure 19a shows the discrepancy observed by Teplitz et al.
(2003) between star formation densities measured with H!
and those measured with [O ii]. All data on Figure 19 have
been converted to the standard cosmology (h = 0.72, !m =
0.29; Table 6). Some of the SFR densities from Figure 19a
have been corrected or partially corrected for reddening;
others are uncorrected.

Gallego et al. (2002) emphasize the importance of using the
same assumptions for star formation rate conversion and
reddening for all data points in SFR density comparisons. For
example, Figure 5 in Teplitz et al. (2003) and Figure 19a show
that the H! SFR density point of Pascual et al. (2001) sig-
nificantly exceeds that of Tresse & Maddox (1998). The
source of this apparent difference is in the assumed reddening.
Pascual et al. (2001) use AH! !1, which corresponds to
E(B"V )! 0.6 and an attenuation factor of 100.4k(H! )E(B"V ) !
3.7; Tresse et al assume an average AV ! 1, which corresponds
to E(B"V )! 0.3, corresponding to an average attenuation of
!2.0. If we assume the same reddening of AV !1 for both
samples, the two H! SFR density estimates agree to within
10% (see Fig. 19).

Figure 19a also shows [O ii] SFR densities, including those
by Hammer et al. (1997). Because Hammer et al. provide the
comoving luminosity density (uncorrected for reddening) as a
function of redshift, we convert these into reddening-corrected
SFR densities, using our SFR([O ii]) formula (eq. [4]) as-
suming an average reddening of AV !1. Figure 19b shows the
new SFR([O ii]) densities. The resulting intrinsic SFR([O ii])
densities are !50% larger than the SFR([O ii]) densities in
Figure 19a, bringing the SFR([O ii]) values into closer agree-
ment with the SFR(H! ) data points. This difference is a result
of reddening correction. This conclusion can easily be verified
by correcting the SFR(H! ) densities (calculated by Teplitz
et al. using the Hammer et al. data and [O ii]/H! = 0.45) for
reddening at H! using the same extinction curve and as-
suming an AV !1. Even with a 50% increase, the [O ii] SFR
density estimates are still lower than the H! SFR estimates,
reminiscent of the T02 and H02 galaxies in x 6.

So far we have used equation (4) to estimate the SFR([O ii])
densities. The use of this equation assumes that the average
abundance for the samples at high z is log (O/H) + 12! 8.6
(M91 diagnostic) as observed in the NFGS. The LCS sample,
as well as most other high-z samples, contains many intrin-
sically more luminous galaxies than in the NFGS. Galaxies
with luminosities representative of the local luminosity func-
tion are often too faint to be included in high-redshift samples.
As we have discussed, the star formation rate density for any
particular redshift is estimated using the [O ii] luminosity
density and some [O ii] SFR calibration. The use of any SFR
[O ii] calibration requires the calculation of or an assumption
about the [O ii]/H! ratio. In SFR history studies the lumi-
nosity density is, in principle, corrected for the missing lower
luminosity galaxies, but the assumed [O ii]/H! is not cor-
rected. The [O ii]/H! ratio for high-z samples will be typical
of the high-luminosity (high-metallicity) galaxies observable,
despite the fact that the mean metallicity for high-redshift
galaxies must actually be lower than is observed locally. Ev-
idence for an [O ii]/H! ratio typical of high-luminosity gal-
axies is easily observed in the Hippelein et al. and Teplitz et al.
samples. The mean reddening-corrected [O ii]/H! ratio for the

Fig. 19.—Top: Cosmic star formation history, where the SFR densities are
calculated according to Teplitz et al. (2003): SFR(H! ) density is calculated
using the K98 SFR(H! ) calibration, SFR([O ii]) density is calculated using
[O ii]/H! = 0.45 and the K98 SFR(H! ) calibration. Reddening is the same as
used in Teplitz et al. Middle: SFR densities calculated using a consistent
reddening correction. We used the K98 SFR(H! ) calibration, assuming an
A(v) = 1 (eq. [4]; Z = log (O/H) + 12 = 8.6). Bottom: SFR densities calculated
using a consistent reddening and metallicity correction: Z = log (O/H) +
12 = 8.8 (eq. [19]). References correspond to Hammer et al. (1997, H97),
Teplitz et al. (2003, T03), Yan et al. (1999, Y99), Tresse et al. (2002, T02),
Pascual et al. (2001, P01), Tresse & Maddox (1998, T98).
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FIG. 3.ÈDerived Ha luminosity functions (solid circles) along with those of Yan et al. (1999) (open circles). (a) LF derived only from sources with
spectroscopically conÐrmed redshifts or high S/N. (b) LF derived from all sources with possible Ha emission. The parameters of the Schechter function Ðts are
shown in Table 2. The triangles and dashed line in each panel show the local Ha LF of Gallego et al. (1995) for comparison.

Ha emission may be related to any interaction, and esti-
mated star formation rates in both galaxies are high
(assuming no active galactic nucleus component to the
source of ionizing radiation). See Figure 1.

NIC J141726.75]522449.0.ÈThis galaxy is identiÐed
with object 104-4024 from Koo et al. (1996). A very low S/N
feature at 1.20 km may be Ha at z \ 0.83. The ground-
based spectroscopic redshift of 0.8116 (Koo et al. 1996) is

FIG. 4.ÈUncertainties of 1 p displayed as ““ error areas ÏÏ for the Schechter function parameters, derived with the Monte Carlo method described in the
text.

single field we have, following Hogg (1999),
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Furthermore, d! is a function of z, because the available
area depends on the placement of the observed wavelength
of the line and the position of the object within the field of
view. That is, if the object is too far to one side, the line will
fall off the edge of the detector. Therefore, for an
npixx & npixy detector, a central wavelength !c, a line at rest
wavelength !0, and a dispersion d,

Z
d! ¼ npixx '

!0 1þ zð Þ ' !cj j
d

$ %
npixy : ð4Þ

The effective area of the detector is slightly smaller than
the default field of view (51>2& 52>2), since we only con-
sider the region of the registered frame with the full expo-
sure time. Similarly, we do not consider the area blocked by
very bright stars or local galaxies (see Table 1 in Paper I).

The volume integral is from zmin to zmax, as defined by the
S/N in the line. In an exposure with limiting flux flim, a line
that is detected at !obs with flux fobs and originating at zobs
would have been observable at any z such that

DLðzÞ < DLðzobsÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fobs

flimSðzÞ

s

; ð5Þ

where SðzÞ is the sensitivity function of the spectrum, nor-
malized to unity at !obs, andDL is the luminosity distance:

f % L

4"D2
LðzÞ

: ð6Þ

The individualVmax, j,k for the each of the survey fields are
summed for each galaxy to obtain its Vmax, j. Finally, the
number density of galaxies in a luminosity bin of width
DðlogLÞ is obtained by

# ¼ 1

DðlogLÞ $
X

j

1

Vmax; j
; ð7Þ

where $ is the inverse of the completeness function at the
S/N and EW of the detected line. Figure 3 shows the SPS
[O ii] LF compared with that of H98 and the local measure-
ment (Gallego et al. 2002). The SPS measurement appears
systematically underdense at high luminosities. Only two
objects contribute to the last logLO ii bin, so missing or misi-
dentified objects may be the cause of that bin being so
extreme an outlier. The flattening of the H98 LF at low
luminosities compared to the SPS measurement might be
expected given the H98 magnitude limit, since H98 do not
detect the high-EW R > 23 galaxies that make up much of
the SPS sample and may contribute to the faint end of the

LF. The LF inferred from SPS shows strong evolution with
respect to the local LF, as expected.

4. COMOVING DENSITY OF STAR FORMATION

H% emission is a good indicator of star formation because
it traces the ionizing flux from hot stars. To infer the star
formation rate (SFR) in a galaxy from [O ii] emission, it is
necessary to assume an ½O ii) : H% ratio. This ratio has an
average of 0.45 for local galaxies (Kennicutt 1998) but is
highly dependent on the metallicity and reddening of the
individual galaxy. Jansen, Franx, & Fabricant (2001) show
that the ratio can vary by up to a factor of 7 and that it has a
strong inverse correlation with continuum luminosity. We
adopt the relation they find for local galaxies with strong
H% emission [EWðH%Þ > 10 Å]:

log
½O ii)
H%

! "
¼ 0:09MB þ 1:42 : ð8Þ

Jansen et al. find considerable scatter about this relation.
Apparently, the relation holds at higher redshift (z * 1;
Tresse et al. 2002), but it has not been tested on many
objects, and it may not hold in all cases (Hicks et al. 2002).
If we instead use the average value for the ratio of [O ii] to
H%, then we obtain similar results, although the distribution
of H% luminosities has fewer outliers; that is, we find fewer
galaxies with LH% < 1042 or >1043.

In order to apply the Jansen et al. (2001) relation, it is nec-
essary to know the rest-frame MB of each galaxy. The SPS
images are taken with the STIS filterless CCD, which admits
a much wider wavelength range than the B filter. We adopt
a continuum slope proportional to wavelength, except in
cases in which a good detection of the continuum in the
spectrum allows direct measurement. This conversion is an
important systematic error in the SPS data and in the future
could be improved with photometry of the emission-line
objects in several filters. The average value of ½O ii) : H%
remains close to 0.45 for the SPS sample using the Jansen

Fig. 3.—LF of [O ii] emission in the SPS compared with the
0:35 < z < 1:5 sample in the HDF (H98). The open circles show the raw
SPS detections. Small filled circles have the incompleteness correction
applied down to the EW cutoff, and the large filled circles have the addi-
tional correction formissing objects below the EW limit (see text). The open
triangles show the [O ii] LF for the local universe (Gallego et al. 2002), and
the open squares show theHDF (fromH98).
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[O ii] luminosity into an H! luminosity using the K98
SFR(H! ) relation. Teplitz et al. show that the comoving star
formation density estimated using H! systematically exceeds
the [O ii] estimate derived for the same redshift range. How-
ever, Teplitz et al. use SFR densities that have been corrected
for reddening in various ways. They use the uncorrected [O ii]
luminosity densities with the empirically derived [O ii]/H! to
convert the [O ii] luminosity densities into H! luminosity
densities. This process is similar to the one used by K98 to
derive his SFR([O ii]) indicator: the difference in reddening at
[O ii] and at H! is taken into account, but the reddening of the
H! luminosity is not. The derived luminosity densities should
therefore be corrected for reddening to allow comparison of
the resulting SFR densities with those calculated from H!
surveys. Typically, H! surveys are already corrected for red-

dening based on some assumption about the average attenua-
tion. Many studies of SFR densities based on H! make a
correction for reddening based on an assumed AV !1 mag.

Figure 19a shows the discrepancy observed by Teplitz et al.
(2003) between star formation densities measured with H!
and those measured with [O ii]. All data on Figure 19 have
been converted to the standard cosmology (h = 0.72, !m =
0.29; Table 6). Some of the SFR densities from Figure 19a
have been corrected or partially corrected for reddening;
others are uncorrected.

Gallego et al. (2002) emphasize the importance of using the
same assumptions for star formation rate conversion and
reddening for all data points in SFR density comparisons. For
example, Figure 5 in Teplitz et al. (2003) and Figure 19a show
that the H! SFR density point of Pascual et al. (2001) sig-
nificantly exceeds that of Tresse & Maddox (1998). The
source of this apparent difference is in the assumed reddening.
Pascual et al. (2001) use AH! !1, which corresponds to
E(B"V )! 0.6 and an attenuation factor of 100.4k(H! )E(B"V ) !
3.7; Tresse et al assume an average AV ! 1, which corresponds
to E(B"V )! 0.3, corresponding to an average attenuation of
!2.0. If we assume the same reddening of AV !1 for both
samples, the two H! SFR density estimates agree to within
10% (see Fig. 19).

Figure 19a also shows [O ii] SFR densities, including those
by Hammer et al. (1997). Because Hammer et al. provide the
comoving luminosity density (uncorrected for reddening) as a
function of redshift, we convert these into reddening-corrected
SFR densities, using our SFR([O ii]) formula (eq. [4]) as-
suming an average reddening of AV !1. Figure 19b shows the
new SFR([O ii]) densities. The resulting intrinsic SFR([O ii])
densities are !50% larger than the SFR([O ii]) densities in
Figure 19a, bringing the SFR([O ii]) values into closer agree-
ment with the SFR(H! ) data points. This difference is a result
of reddening correction. This conclusion can easily be verified
by correcting the SFR(H! ) densities (calculated by Teplitz
et al. using the Hammer et al. data and [O ii]/H! = 0.45) for
reddening at H! using the same extinction curve and as-
suming an AV !1. Even with a 50% increase, the [O ii] SFR
density estimates are still lower than the H! SFR estimates,
reminiscent of the T02 and H02 galaxies in x 6.

So far we have used equation (4) to estimate the SFR([O ii])
densities. The use of this equation assumes that the average
abundance for the samples at high z is log (O/H) + 12! 8.6
(M91 diagnostic) as observed in the NFGS. The LCS sample,
as well as most other high-z samples, contains many intrin-
sically more luminous galaxies than in the NFGS. Galaxies
with luminosities representative of the local luminosity func-
tion are often too faint to be included in high-redshift samples.
As we have discussed, the star formation rate density for any
particular redshift is estimated using the [O ii] luminosity
density and some [O ii] SFR calibration. The use of any SFR
[O ii] calibration requires the calculation of or an assumption
about the [O ii]/H! ratio. In SFR history studies the lumi-
nosity density is, in principle, corrected for the missing lower
luminosity galaxies, but the assumed [O ii]/H! is not cor-
rected. The [O ii]/H! ratio for high-z samples will be typical
of the high-luminosity (high-metallicity) galaxies observable,
despite the fact that the mean metallicity for high-redshift
galaxies must actually be lower than is observed locally. Ev-
idence for an [O ii]/H! ratio typical of high-luminosity gal-
axies is easily observed in the Hippelein et al. and Teplitz et al.
samples. The mean reddening-corrected [O ii]/H! ratio for the

Fig. 19.—Top: Cosmic star formation history, where the SFR densities are
calculated according to Teplitz et al. (2003): SFR(H! ) density is calculated
using the K98 SFR(H! ) calibration, SFR([O ii]) density is calculated using
[O ii]/H! = 0.45 and the K98 SFR(H! ) calibration. Reddening is the same as
used in Teplitz et al. Middle: SFR densities calculated using a consistent
reddening correction. We used the K98 SFR(H! ) calibration, assuming an
A(v) = 1 (eq. [4]; Z = log (O/H) + 12 = 8.6). Bottom: SFR densities calculated
using a consistent reddening and metallicity correction: Z = log (O/H) +
12 = 8.8 (eq. [19]). References correspond to Hammer et al. (1997, H97),
Teplitz et al. (2003, T03), Yan et al. (1999, Y99), Tresse et al. (2002, T02),
Pascual et al. (2001, P01), Tresse & Maddox (1998, T98).
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FIG. 3.ÈDerived Ha luminosity functions (solid circles) along with those of Yan et al. (1999) (open circles). (a) LF derived only from sources with
spectroscopically conÐrmed redshifts or high S/N. (b) LF derived from all sources with possible Ha emission. The parameters of the Schechter function Ðts are
shown in Table 2. The triangles and dashed line in each panel show the local Ha LF of Gallego et al. (1995) for comparison.

Ha emission may be related to any interaction, and esti-
mated star formation rates in both galaxies are high
(assuming no active galactic nucleus component to the
source of ionizing radiation). See Figure 1.

NIC J141726.75]522449.0.ÈThis galaxy is identiÐed
with object 104-4024 from Koo et al. (1996). A very low S/N
feature at 1.20 km may be Ha at z \ 0.83. The ground-
based spectroscopic redshift of 0.8116 (Koo et al. 1996) is

FIG. 4.ÈUncertainties of 1 p displayed as ““ error areas ÏÏ for the Schechter function parameters, derived with the Monte Carlo method described in the
text.

single field we have, following Hogg (1999),
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andDA is the angular diameter distance, which in the case of
a flat, matter-dominated universe is
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Furthermore, d! is a function of z, because the available
area depends on the placement of the observed wavelength
of the line and the position of the object within the field of
view. That is, if the object is too far to one side, the line will
fall off the edge of the detector. Therefore, for an
npixx & npixy detector, a central wavelength !c, a line at rest
wavelength !0, and a dispersion d,

Z
d! ¼ npixx '

!0 1þ zð Þ ' !cj j
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$ %
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The effective area of the detector is slightly smaller than
the default field of view (51>2& 52>2), since we only con-
sider the region of the registered frame with the full expo-
sure time. Similarly, we do not consider the area blocked by
very bright stars or local galaxies (see Table 1 in Paper I).

The volume integral is from zmin to zmax, as defined by the
S/N in the line. In an exposure with limiting flux flim, a line
that is detected at !obs with flux fobs and originating at zobs
would have been observable at any z such that

DLðzÞ < DLðzobsÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fobs

flimSðzÞ
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; ð5Þ

where SðzÞ is the sensitivity function of the spectrum, nor-
malized to unity at !obs, andDL is the luminosity distance:
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The individualVmax, j,k for the each of the survey fields are
summed for each galaxy to obtain its Vmax, j. Finally, the
number density of galaxies in a luminosity bin of width
DðlogLÞ is obtained by

# ¼ 1

DðlogLÞ $
X

j

1

Vmax; j
; ð7Þ

where $ is the inverse of the completeness function at the
S/N and EW of the detected line. Figure 3 shows the SPS
[O ii] LF compared with that of H98 and the local measure-
ment (Gallego et al. 2002). The SPS measurement appears
systematically underdense at high luminosities. Only two
objects contribute to the last logLO ii bin, so missing or misi-
dentified objects may be the cause of that bin being so
extreme an outlier. The flattening of the H98 LF at low
luminosities compared to the SPS measurement might be
expected given the H98 magnitude limit, since H98 do not
detect the high-EW R > 23 galaxies that make up much of
the SPS sample and may contribute to the faint end of the

LF. The LF inferred from SPS shows strong evolution with
respect to the local LF, as expected.

4. COMOVING DENSITY OF STAR FORMATION

H% emission is a good indicator of star formation because
it traces the ionizing flux from hot stars. To infer the star
formation rate (SFR) in a galaxy from [O ii] emission, it is
necessary to assume an ½O ii) : H% ratio. This ratio has an
average of 0.45 for local galaxies (Kennicutt 1998) but is
highly dependent on the metallicity and reddening of the
individual galaxy. Jansen, Franx, & Fabricant (2001) show
that the ratio can vary by up to a factor of 7 and that it has a
strong inverse correlation with continuum luminosity. We
adopt the relation they find for local galaxies with strong
H% emission [EWðH%Þ > 10 Å]:

log
½O ii)
H%

! "
¼ 0:09MB þ 1:42 : ð8Þ

Jansen et al. find considerable scatter about this relation.
Apparently, the relation holds at higher redshift (z * 1;
Tresse et al. 2002), but it has not been tested on many
objects, and it may not hold in all cases (Hicks et al. 2002).
If we instead use the average value for the ratio of [O ii] to
H%, then we obtain similar results, although the distribution
of H% luminosities has fewer outliers; that is, we find fewer
galaxies with LH% < 1042 or >1043.

In order to apply the Jansen et al. (2001) relation, it is nec-
essary to know the rest-frame MB of each galaxy. The SPS
images are taken with the STIS filterless CCD, which admits
a much wider wavelength range than the B filter. We adopt
a continuum slope proportional to wavelength, except in
cases in which a good detection of the continuum in the
spectrum allows direct measurement. This conversion is an
important systematic error in the SPS data and in the future
could be improved with photometry of the emission-line
objects in several filters. The average value of ½O ii) : H%
remains close to 0.45 for the SPS sample using the Jansen

Fig. 3.—LF of [O ii] emission in the SPS compared with the
0:35 < z < 1:5 sample in the HDF (H98). The open circles show the raw
SPS detections. Small filled circles have the incompleteness correction
applied down to the EW cutoff, and the large filled circles have the addi-
tional correction formissing objects below the EW limit (see text). The open
triangles show the [O ii] LF for the local universe (Gallego et al. 2002), and
the open squares show theHDF (fromH98).
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AA" S/N calc

2df red spectroscopy

User inputs in bold

Wavelength 8200 Angstroms Mag zero point 3631 Jy   (AB mags)

Galaxy mag at wavelength 22 mags

Line Flux in SRE 20 1e-17 ergs/cm2/s

Fraction of light in aperture (fudge) 0.7 e.g. 0.7 for slit width ~ seeing

Mag in slit 22.3872549  mags Sky brightness 19.8 mags/arcsec^2

Fnu from object cuum 4028.323027 nJy/m^2 Fnu from sky 43654.22162 nJy/m^2/arcsec^2

Flambda from object cuum 1.79729E-21 W/m^2/A Flambda from sky 1.94769E-20 W/m^2/A/arcsec^2

Photons from object cuum 0.007409637 ph/m^2/A/sec Photons from sky 0.080296916 ph/m^2/A/sec/arcsec^2

Photons from object line 0.57717446 ph/m^2/sec

Telescope area 9.5 m^2 Pixel spatial size 0.35 arcsecs

System efficiency atm->detector 18 % Pixel spectral size 1.6 Angstroms

Exposure time for one integration 1200 seconds on target Object spatial size 5 pixels

Spectral SRE size 8 Angstroms Slit width 5 pixels

SRE size along slit 1.75 arcsec Dark count rate 0 electrons/sec/pix

Slit width 1.75 arcsec Scattered OH rate 0 electrons/sec/pix

True sky 0.134561573 electrons/sec/pix

Detected object electrons 121.6365942 per SRE Readnoise 4 electrons/sec/pix

Detected line electrons 1184.361991 per SRE Det .back. electrons 4036.84718 per SRE

Back. noise 66.60966281 per SRE

Cuum Signal/noise per integration 1.282686074 per SRE Sky subtraction fac. 1.414 sqrt(2) or 1

Line Signal/noise per integration 11.81096257 per SRE Sky/Object cuum 33.18776891 per SRE

Number of integrations 3

Total exposure 3600 secs Spec Resolution R= 1025

Cuum Final Signal/noise 2.22167745 per SRE

Line Final Signal/noise 20.45718726 per SRE

SRE post-bin factor 4 Spec Res final = 256.25

Binned S/N 4.443354901

Note in this spreadsheet the SRE spectral bin size for the S/N calculation is constrained to be the spectral slit width
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AA" S/N calc

2df red spectroscopy

User inputs in bold

Wavelength 8200 Angstroms Mag zero point 3631 Jy   (AB mags)

Galaxy mag at wavelength 22 mags

Line Flux in SRE 20 1e-17 ergs/cm2/s

Fraction of light in aperture (fudge) 0.7 e.g. 0.7 for slit width ~ seeing

Mag in slit 22.3872549  mags Sky brightness 19.8 mags/arcsec^2

Fnu from object cuum 4028.323027 nJy/m^2 Fnu from sky 43654.22162 nJy/m^2/arcsec^2

Flambda from object cuum 1.79729E-21 W/m^2/A Flambda from sky 1.94769E-20 W/m^2/A/arcsec^2

Photons from object cuum 0.007409637 ph/m^2/A/sec Photons from sky 0.080296916 ph/m^2/A/sec/arcsec^2

Photons from object line 0.57717446 ph/m^2/sec

Telescope area 9.5 m^2 Pixel spatial size 0.35 arcsecs

System efficiency atm->detector 18 % Pixel spectral size 1.6 Angstroms

Exposure time for one integration 1200 seconds on target Object spatial size 5 pixels

Spectral SRE size 8 Angstroms Slit width 5 pixels

SRE size along slit 1.75 arcsec Dark count rate 0 electrons/sec/pix

Slit width 1.75 arcsec Scattered OH rate 0 electrons/sec/pix

True sky 0.134561573 electrons/sec/pix

Detected object electrons 121.6365942 per SRE Readnoise 4 electrons/sec/pix

Detected line electrons 1184.361991 per SRE Det .back. electrons 4036.84718 per SRE

Back. noise 66.60966281 per SRE

Cuum Signal/noise per integration 1.282686074 per SRE Sky subtraction fac. 1.414 sqrt(2) or 1

Line Signal/noise per integration 11.81096257 per SRE Sky/Object cuum 33.18776891 per SRE

Number of integrations 3

Total exposure 3600 secs Spec Resolution R= 1025

Cuum Final Signal/noise 2.22167745 per SRE

Line Final Signal/noise 20.45718726 per SRE

SRE post-bin factor 4 Spec Res final = 256.25

Binned S/N 4.443354901

Note in this spreadsheet the SRE spectral bin size for the S/N calculation is constrained to be the spectral slit width

Average I-band
sky (no inter-OH)
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Medium imaging survey
One orbit depth
FUV, NUV filters
NUV<23
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z>0.5 blue galaxy 

Red: FUV-NUV>1 (or dropout)
Blue: -0.5< NUV-r(SDSS) <2

20<r<22.5 NUV<22.8 (& SN>3)
Matching < 2.5 arcsec

Select FUV - NUV > 1
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AA! hardware
Peak 21% end-to-end throughput
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Spectroscopy

SNR<1 (continuum) spectra

Chasing the GALEX imaging
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‘Karlcut’
0<z<0.4 

0.4<z<0.5

0.5<z<0.8

z>0.8

g < 22.5 & i < 21.5
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Angular Mask

Figure 7: The current distribution of redshifts in four of the WiggleZ fields used to measure the power
spectrum shown in Figure 5 (the axes represent right ascension and declination in degrees).

survey window function, driven by the previous availability of GALEX targets. The current
distribution of redshifts across our survey fields is displayed in Figure 7 in order to illustrate
this patchiness.

6 Simulation of final survey

We have created realistic Monte Carlo simulations of the final WiggleZ survey power spectrum
measurement for the redshift range 0.3 < z < 0.9. The average survey realization is plotted in
Figure 8, which can be compared to the current measurement in Figure 6.

The simulation includes a realistic model of the redshift distribution of the sources and the
final distribution of GALEX tiles (the GALEX coverage cannot be completely uniform because
of the need to avoid bright stars, hence the solid line in Figure 8 has a slightly lower amplitude
than the dashed line). The simulation makes the conservative assumption that we will only
survey 750 deg2 because of bad weather losses, as discussed in the next Section. The number of
galaxies N in the Figure caption corresponds to those lying in the redshift range 0.3 < z < 0.9
over 750 deg2.

By the end of the survey, the improved window function and reduced statistical error bar will
yield a statistically-significant measurement of the baryon oscillations. We can use the ensemble
of Monte Carlo realizations to determine the accuracy with which we can extract the standard

8
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Fields (Dec 2009)The WiggleZ Survey 3

[h]

Figure 1. The sky distribution of the seven WiggleZ survey regions compared to the coverage of the SDSS, RCS2 and GALEX data
sets at the end of 2008.

2.1 Target Numbers

The overall WiggleZ Dark Energy survey design is driven
by our goal of measuring the BAO scale to a precision of 2
per cent which corresponds to measuring wconst (assuming
a model in which w(z) is constant) to an accuracy of 10 per
cent. We must do this at a relatively high redshift range
to give the most sensitive test of the cosmological constant
model (where the parameter is fixed at wconst = −1, assum-
ing a flat Universe) (Parkinson et al. 2007). (We also want
to reach a redshift range that is significantly higher than
the existing BAO measurements at z ≈ 0.2–0.35.) We can
achieve this precision with a survey of some 240 000 galax-
ies over a sky area of 1000 deg2, giving a volume of about 1
Gpc3 (Blake et al. 2009). These parameters are derived as
follows.

The area of 1000 deg2 is motivated by the need to
observe a sufficient volume in the redshift range 0.3 <
z < 0.9 to produce a small-enough cosmic-variance error
in the galaxy power spectrum to detect baryon oscillations
at z ≈ 0.6 (Glazebrook & Blake 2005; Blake et al. 2006; Seo
& Eisenstein 2007).

We set the required average target density so as to re-
duce the shot noise contribution to the power spectrum error
to the same level as the cosmic variance contribution. This
requirement corresponds to the average galaxy number den-
sity ng and typical galaxy power spectrum amplitude Pg

satisfying the relation ngPg = 1, which is the optimal sur-
vey for a fixed observing time.

During the first 12 months of observations we adjusted

our target selection in line with these constraints, obtaining
an average target density of 340 deg−2. We now estimate
the value of ngPg for this target density.

The survey observations of the targets provide an over-
all redshift completeness fraction of 0.7 (after we allow for
repeat observations of failed redshifts in poor conditions).
This gives an average density of targets with measured red-
shifts of 240 deg−2 corresponding to a total number of red-
shifts, N = 240 000. The fraction of these redshifts lying
in the range 0.3 < z < 0.9 is 80 per cent, so the aver-
age galaxy number density in the range 0.3 < z < 0.9
is ng = 2.0 × 10−4h3 Mpc−3. The matter power spectrum
strength Pm at the characteristic scale of baryon oscillations
(k = 0.15h Mpc−1) is 3800h−3 Mpc3 at z = 0 (for σ8 = 0.9).
Assuming a galaxy bias of b = 1.27 and a growth factor
D = 0.74 (at z = 0.6), the galaxy power spectrum amplitude
at z = 0.6 is Pg = PmD2b2 = 3360h−3 Mpc3. Converting to
redshift-space (using the boost factor 1 + 2

3
β + 1

5
β2 where

β = 0.5) we obtain Pg = 4640h−3 Mpc3. The survey value
of ng × Pg is therefore equal to 0.94 so we are very close to
the optimal condition of ngPg = 1.

The average value of the redshift completeness of an
individual observation (or “pointing”) is 60 per cent (this
includes measurements made in poor conditions that must
be repeated). This means the total number of WiggleZ spec-
tra required is N = 240, 000/0.6 = 400, 000. On average we
can use 325 fibres per pointing and we obtain 7.4 pointings
per night, we can measure the required 400 000 spectra in
166 nights of clear weather. This calculation is summarised
in Table 1.
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The colours are measured in smaller (adaptive) apertures
and then scaled to the total magnitude of the source in the
band with the strongest detection (usually r). The RCS2 has
an astrometric accuracy of 0.15 arc seconds, comparable to
the astrometric precision of SDSS.

The precise astrometry of both these optical data sets
is crucial to the WiggleZ survey, because the combination
of the point-spread-function and astrometry of the GALEX
source detections is too poor for the optical fibres used to
feed light into the AAOmega spectrographs, which subtend
an angle of 2 arc seconds on the sky. In all our processing we
use dust-corrected optical catalogues. For SDSS, the dust
correction is provided as part of the public data and for
RCS2 we apply a dust correction ourselves: in both cases
this is the standard Schlegel, Finkbeiner, & Davis (1998)
correction.

3.3 Matching UV to optical samples

The WiggleZ targets are selected from the GALEX UV pho-
tometry and then combined with either SDSS or RCS2 opti-
cal photometry. In the NGP region we combine the GALEX
photometry with SDSS photometry, and in the SGP region
we combine it with RCS2 photometry. The respective cata-
logues are combined by selecting the closest optical match
to each GALEX source within a radius of 2.5 arc seconds.
For the densities of the three data sets, this corresponds to
95 per cent confidence in a GALEX-SDSS match and 90 per
cent confidence in a GALEX-RCS2 match. We use the opti-
cal position for each matched source in our target catalogues
as these are more precise than the GALEX positions.

Once an object is matched to the optical data, we can
then apply further colour limits to refine our colour selection
(see Section 3.5) noting that the NUV − r colour is a to-
tal colour. However, the large size of the GALEX PSF (4.3
arc seconds in the NUV) compared to the optical imaging
means that the colours may be distorted if multiple objects
are merged in the GALEX photometry, but are resolved in
the optical imaging. In this case the GALEX photometry
would be too bright compared to the optical measurement.
As discussed in Section 7.2, this is possible given the evi-
dence for multiple sources we present in Fig. 17.

3.4 Uniformity of GALEX Data

An important requirement for the survey is that no artifi-
cial structure be introduced by variations in the input cat-
alogues. This is particularly true for the GALEX data as
the tile diameter (1.1 degrees) is close to the BAO scale (see
Section 2). The primary source of non-uniformity is likely to
be foreground Galactic dust, although we also test the data
for any calibration offsets. To demonstrate the importance
of dust, we show the range of average dust extinction across
each tile, for a set of GALEX tiles in Fig. 2 (lower panel).
This range (0.03

∼
< E(B −V )

∼
< 0.07; see Section 3.1 for the

conversion to ANUV,F UV ) is sufficient to affect the detec-
tion rates as we show below. In Fig. 3 we present images of
the Schlegel, Finkbeiner, & Davis (1998) dust maps in each
field. These clearly show structure on scales similar to and
smaller than the BAO scale, so it is very important to quan-
tify the effect of dust on our input catalogues and correct

Figure 3. Distribution of dust in each of the survey fields. The
grey scale shows the Schlegel, Finkbeiner, & Davis (1998) extinc-
tion values such that white is E(B − V ) = 0.02 and black is
E(B − V ) = 0.1. The horizontal and vertical axes in each panel
denote the Right Ascension and Declination, respectively, mea-
sured in degrees.

for it if necessary. We also note an additional effect: some
of the regions of higher dust are associated with Galactic
nebular emission. One such example is the Eridanus loop
which coincides with the diagonal dust lane visible in the
3-hour field in Fig. 3. Spectra of targets in such regions can
be contaminated by rest-wavelength nebular emission lines,
confusing the target redshift measurement.

We tested the GALEX photometry in two ways: first by
analysing the detected number counts and secondly by com-
paring the photometry of objects measured in overlapping
GALEX tiles. The first test addresses all factors affecting
image detection (notably dust) and the second tests the in-
ternal calibration of the photometry.

In Fig. 4(a,b) we show the differential number counts
of all sources detected in the NUV tiles in the 15-hour re-
gion. In the upper panel the counts are plotted as a func-
tion of raw observed magnitude and in the lower plot, as a
function of dust-corrected magnitude. In each case the tiles
are grouped according to the average dust extinction for
each tile and the lines plotted give the average counts for
each group of tiles as indicated by the key. We further lim-
ited the choice of tiles to those with exposures in the range
1600–1700 seconds to focus on the role of extinction. Our

c© 2009 RAS, MNRAS 000, 1–23
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Figure 2. Properties of GALEX data used to select WiggleZ
targets. Upper panel: distribution of exposure times. Lower panel:
distribution of average dust extinction of each tile.

All GALEX observations for the WiggleZ project are
processed by the standard MIS data pipeline at Caltech to
produce image catalogues (Morrissey et al. 2007). The NUV
images are processed in a standard way with objects de-
tected according to a threshold criterion using SExtractor
(Bertin & Arnouts 1996). For the NUV detections we use
the “NUV calibrated magnitude” from the pipeline: this is
the flux through an elliptical aperture scaled to twice the
Kron radius of each source (termed “MAG AUTO” by SEx-
tractor). The detection limit in the raw NUV data is about
23 mag, as shown in Fig. 4 (a). We used a different ap-
proach for the FUV photometry because relatively few ob-
jects at the faint limit of our survey (NUV ≈ 22.8) were
independently detected in the FUV band in the relatively
short MIS exposures. We therefore based the FUV photom-
etry entirely on the NUV detections. For each object in the
NUV catalogue, the corresponding FUV magnitude is ob-
tained by measuring a fixed 12-arcsecond (8 pixel) diameter
aperture (“aperture 4” in the pipeline) in the FUV image
at the NUV position. The GALEX imaging PSF is 4.3 arc
seconds in the NUV and 5.3 arc seconds in the FUV. Our
use of total NUV magnitudes and aperture FUV magnitudes
means that our FUV −NUV > 1 colour selection could—in
principle—be biased by colour gradients in resolved sources.
Similarly we could suffer from source confusion with objects
separated in the NUV data close enough to contaminate the
FUV apertures, causing objects to incorrectly fail the FUV-
NUV colour limit (see Section 3.5). In practice, the low FUV
signal means that very few sources are rejected by this colour
criterion. The 1-σ calibration uncertainties in the GALEX
photometry are 0.05 and 0.03 magnitudes in the FUV and
NUV bands respectively (Morrissey et al. 2007).

The astrometric precision of the MIS catalogue posi-
tions is 0.5 arc second r.m.s., but this worsens with increas-
ing distance from the centre of a tile (Morrissey et al. 2007).

The nominal point spread function (PSF) of 5 arc seconds
also becomes poorer at increasing distance from the cen-
tre of a tile. Additionally, uncertainties in the photometric
zero-points of the GALEX observations increase radially. For
these reasons, the WiggleZ survey only utilises the inner 1.1
degree diameter region of each GALEX tile, where the as-
trometry, PSF and photometric zero-point uncertainties are
negligibly different to the nominal values.

At UV wavelengths, it is especially important to correct
the photometry for Galactic dust extinction. The standard
GALEX pipeline records the (Schlegel, Finkbeiner, & Davis
1998) E(B−V ) extinction for each detected source. We then
apply the following corrections (including zero-point calibra-
tion to the AB system) to the NUV and FUV photometry
(Wyder et al. 2007):

FUV = FUVraw + 18.82 − 8.2 × E(B − V )

+0.06 × E(B − V )2, (1)

NUV = NUVraw + 18.82 − 8.2 × E(B − V )

+0.67 × E(B − V )2. (2)

We note that the Schlegel, Finkbeiner, & Davis (1998) dust
maps have a resolution of 6.1 arc minutes and that the un-
certainty in the reddening values is 16 per cent. We also
note that Schlegel, Finkbeiner, & Davis (1998) determined
that it was not reliable to calibrate the dust map normal-
isation from variations in the number counts of optically-
selected galaxies: this over-estimates the dust amplitude be-
cause typical galaxy catalogues are both magnitude and sur-
face brightness limited. We discuss the sensitivity of our im-
age catalogues to dust further in Section 3.4.

3.2 Optical Data

In addition to the GALEX photometry, we use optical pho-
tometry from the fourth data release of the Sloan Digital Sky
Survey (SDSS, Adelman-McCarthy et al. 2006) and from the
CFHT Second Red-sequence Cluster Survey (RCS2, Yee et
al. 2007) to provide accurate astrometry and improved tar-
get selection.

The SDSS photometry covers 7,000 square degrees of
sky in 5 bands from the near ultraviolet to the near infrared.
The five bands are u, g, r, i and z, with magnitude limits (95
per cent point source completeness) of 22.0, 22.2, 22.2, 21.3
and 20.5 mag respectively. The median PSF width (in r) is
1.4 arc seconds. The photometric calibration of the SDSS
is nominally accurate to 0.02–0.03 magnitudes (Ivezić et al.
2004), but the uncertainty at our faint detection limit of
r = 22.5 is more likely to be 0.2–0.3 magnitudes. All mag-
nitudes are calculated on the AB system. The location of
objects detected in these bands is known to an rms astro-
metric accuracy of 0.1 arc seconds.

The RCS2 is an imaging survey of 1,000 degrees of sky
in 3 of the SDSS bands: g, r and z. The magnitude limits
(5-sigma point source limits) are 25.3, 24.8, and 22.5 respec-
tively, significantly fainter than in the SDSS. The typical
seeing in the RCS2 imaging is (0.6 ± 0.1) arc seconds for
the best half of the data and (0.8 ± 0.1) arc seconds for the
remainder. The internal photometric precision of the RCS2
is close to that of the CFHT Legacy Survey (Ilbert et al.
2006), i.e. 0.04 mag in each band; the magnitudes are on
the AB system, calculated from a curve-of-growth analysis.

c© 2009 RAS, MNRAS 000, 1–23
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Figure 4. Number counts of GALEX NUV detections in tiles from the 15-hour region as a function of dust extinction. The NUV
magnitude limit of the WiggleZ survey is indicated by a vertical dashed line in each plot. In the left hand panels (a, b) we plot all objects
detected before and after the dust correction. The counts are binned by the average dust extinction in each tile, one curve for each bin
(see key). The upper panel shows the raw counts; in the lower panel the dust correction has been applied to every individual object. The
improved agreement of the power-law region of the number counts in panel b demonstrates the effectiveness of the dust correction. The
right hand panels (c, d) are similar, but only count objects that satisfy the WiggleZ target selection criteria. Panel d shows that the
target numbers at the NUV survey limit are more sensitive to dust than the total counts of detections shown in panel b.

are at the limits of the GALEX photometry in typical MIS
exposures. We do this by rejecting galaxies whose optical
colours and magnitudes indicate they are very likely to be
lying at lower redshifts. Two different sets of low redshift
rejection (LRR) criteria are used in the SDSS and RCS2 re-
gions respectively, as listed in Table 4. In the SDSS data we
are near the faint limit of the survey, so can only apply this
to the brighter galaxies. However the brighter galaxies are
more likely to be at lower redshift so this ameliorates this
disadvantage. We therefore start by applying g and i mag-
nitude limits in order to secure accurate colours. Then we
apply a (g−r, r− i) colour cut to select the 400 nm break in
galaxies at redshifts z < 0.5. In the RCS2 regions the optical
data go much deeper, so no magnitude limits are required,
but there are no i data, so we have to use a (g − r, r − z)
colour cut which is less precise at discriminating at z < 0.5.
The success of these selection criteria is demonstrated in
Fig. 6 where we show redshift distributions of the objects
observed with and without the LRR colour cuts.

We also apply a prioritisation scheme to our target al-
location as given in Table 5. The priorities given in the table
are used when observing so that higher-priority objects are
observed first. This is done for two reasons. First, there is a
weak correlation between r magnitude and redshift (shown
in Fig. 7) so this also serves to select high-redshift objects.
Secondly, this approach means that our later observations
will be of brighter objects, allowing us more flexibility in the
final stages of the observational campaign.

Table 4. Photometric selection criteria for WiggleZ galaxies

Criterion Values

Select targets satisfying all these basic criteria:

Magnitude NUV < 22.8
Magnitude 20 < r < 22.5
Colour FUV − NUV > 1 or no FUV
Colour −0.5 < NUV − r < 2
Signal S/NNUV > 3
Optical Position matches within 2.5 arc seconds

Then reject targets satisfying these:

LRRSDSS g < 22.5, i < 21.5,
(r − i) < (g − r − 0.1), (r − i) < 0.4

LRRRCS2 (g − r) > 0.6, (r − z) < 0.7(g − r)

Before observing we make a final check of all the tar-
get objects by visually inspecting them on SuperCOSMOS
(Hambly et al. 2001) sky survey images to ensure none are
artifacts associated with extremely bright (r < 12) Galac-
tic stars. This happens occasionally with automated data
catalogues because bright objects can be incorrectly seg-
mented into smaller, fainter objects, which are then matched
to GALEX NUV detections. This is a problem, because the
signal from these bright objects swamps adjacent spectra
in such a way that we lose as many as 30 spectra from an
observation.

The final result of the whole selection process is a target

c© 2009 RAS, MNRAS 000, 1–23

All WiggleZ selected

Tuesday, 23 June 2009



Easy spectrum

Tuesday, 23 June 2009



Easy spectrum

Tuesday, 23 June 2009



Hard Spectrum

Tuesday, 23 June 2009



Weather

Tuesday, 23 June 2009



n(z) – mag completeness
WiggleZ survey: selection function 9

for WiggleZ survey observing runs between August 2007 and
May 2008. Figure 9 displays the 2D variation of redshift com-
pleteness across the field plate for each of these observing
runs, and we use these 2D maps to generate the probabili-
ties of successful redshifts in the Monte Carlo realizations de-
scribed above. In some observing runs, such as August 2007,
we restricted our spectroscopic observations to the central
0.7 deg radius of the 1-deg radius field-of-view of the 2dF
spectrographs, because the drop in redshift completeness at
the edges of the field was particularly significant.

2.5 Radial selection function versus angular

position

This part of the selection function creates the appropriate
radial distribution of galaxies depending on the distribution
of r-band magnitudes in each 2dF pointing.

The final step in the creation of the Monte Carlo real-
izations is to assign a random redshift to each galaxy, thus
establishing the selection function in the radial direction.
Targets in the WiggleZ survey are prioritized for observa-
tion in accordance with their SDSS r-band magnitudes such
that the faintest galaxies are observed earliest in the se-
quence (Drinkwater et al. 2009). In detail we use five prior-
ity bands which divide the magnitude range 20.0 < r < 22.5
into equal pieces. Given that there is a correlation between
redshift and magnitude, this implies that the survey redshift
distribution varies across the sky in a manner dependent on
the density of redshifts obtained in a given area.

We track this in our random catalogues by recording for
each telescope pointing the number of successful redshifts
obtained in each magnitude priority band, and assigning
these magnitude identifications to sources in the random
catalogues. We note that the weak dependence of redshift
completeness on r-band magnitude is also absorbed into this
step of the process.

For each magnitude band we measured the redshift dis-
tribution N(z) of successful redshifts using the existing Wig-
gleZ spectroscopic data. For convenience we measured the
redshift distributions separately for each WiggleZ region, al-
though agreement between different regions is good. We used
these probability distributions to assign redshifts to random
sources on the basis of their magnitude. Figure 10 plotsN(z)
for the five magnitude bands for the 15-hr WiggleZ region.
We fit the redshift distributions with 9th-order polynomials
and sample the random redshifts from these smooth distri-
butions. Future work will establish N(z) from measurements
of the galaxy luminosity function instead.

2.6 Final construction of the survey selection

function

The method described in the preceding sub-sections allows
us to construct Monte Carlo realizations for each WiggleZ
region incorporating the angular and radial variations of the
selection function. We can accurately determine the full se-
lection function function W (!x) by stacking together many
such realizations: we typically generate 10,000 realizations
for each region.

Figure 10. The distribution of WiggleZ redshifts z in the five
magnitude bands in which the targets are prioritized. Data is
shown for the 15-hr survey region for the redshift range 0.3 < z <
0.9 analyzed in this paper. Poisson error bars are shown for the
points and the data is fitted with a smooth 9th order polynomial.

2.7 Redshift blunder rate

The redshifts of galaxies in the WiggleZ survey are typi-
cally based on identifications of emission lines; the signal-
to-noise of the spectra is usually too low to permit de-
tection of the galaxy continuum. The principal line used
for redshift identification is the [OII] doublet at rest-frame
wavelength 3727Å. This emission line lies in our observed
spectral window 4700− 9500Å for the galaxy redshift range
0.26 < z < 1.55. The redshift identification is confirmed
for most galaxies by the additional presence of emission
lines such as Hβ 4861Å, [OIII] 4959Å, [OIII] 5007Å, and
Hα 6563Å.

However, not all redshift identifications are based on
multiple emission lines. Features redward of [OII] progres-
sively leave the observed spectral range with increasing red-
shift. The Hβ and Hα lines are observable for the ranges
z < 0.95 and z < 0.45, respectively. At relatively high red-
shifts the galaxy emission lines must be identified against a
background of noisy sky emission lines. Despite these diffi-
culties, we can gain some confidence in single-line redshifts
based on [OII] either through detection of the doublet, which
is marginally possible with our spectral resolution for galax-
ies lying at z > 0.8, or by eliminating other solutions by
failure to detect [OII] at lower wavelengths in cleaner parts
of the spectrum.

We assign quality flags from Q = 1 (lowest) to Q = 5
(highest) for each WiggleZ redshift based on the confidence
of our measurement. Redshifts with quality Q ≥ 3 are con-
sidered “reliable” and used in our analysis. Redshifts with
quality Q ≥ 4 are based on multiple emission lines and are
very secure. Galaxies with redshifts based on noisy data or
single emission lines are assigned Q = 3. The fraction of
reliable redshifts with Q = 3 is approximately one-third.

Some fraction of WiggleZ redshifts will be blunders. We
distinguish two types of redshift blunder for the purposes of
our analysis. Firstly, a galaxy emission line may be mis-
identified as another, incorrect, emission line. In our power
spectrum measurement this represents (approximately) a
convolution of the galaxy density field whereby structures at
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Figure 8. Radial dependence of the redshift completeness in the 2-degree field.

Figure 9. Dependence of the redshift completeness on position in the 2-degree field.
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a given redshift are coherently copied to a second redshift.
Secondly, a night-sky emission line may be mis-identified
as a galaxy emission line. As there are a large number of
night-sky emission lines available for mis-identification, this
effectively corresponds to a randomizing of the galaxy den-
sity field through the addition of objects whose positions are
uncorrelated with the underlying density.

We studied the redshift blunder rate through a pro-
gramme of repeat observations. In each survey pointing we
assigned a small number of spectrograph fibres (typically
3-5) to galaxies which have already been assigned redshifts
with quality Q ≥ 3. We define two redshifts as inconsistent
if they differ by ∆z > 0.002 (the typical redshift error for
our spectra is ∆z = 0.0005 or 100 km s−1).

We find that pairs of repeat galaxy redshifts which both
possess quality Q ≥ 4 disagree in 2% of cases. Assuming that
one of the pair of inconsistent values is the correct redshift,
this implies that the blunder rate for the set of Q ≥ 4 red-
shifts is 1%. Pairs of repeat redshifts which both possess
Q = 3 disagree in 32% of cases. However, we can obtain
a larger statistical sample for analysis if we consider pairs
composed of Q = 3 and Q ≥ 4 redshifts, supposing that
the higher quality redshift is the correct value. Under this
method we find that the blunder rate of Q = 3 redshifts
is 17%, in good agreement with the internal blunder rate
for Q = 3 pairs. Given that approximately one-third of re-
liable redshifts are assigned Q = 3, the overall blunder rate
for the WiggleZ survey is about 5%. However, we must care-
fully quantify the redshift blunders in more detail in order to
obtain an unbiased measurement of the galaxy power spec-
trum.

In Figure 11 we illustrate the fraction of redshift blun-
ders resulting from the mis-identification of an emission line
with a second, incorrect, emission line by plotting the distri-
bution of values of (1 + z1)/(1 + z2) for inconsistent repeat
redshifts composed of Q = 3 and Q ≥ 4 pairs. The values
of (z1, z2) are the redshifts of the Q = 3 and Q ≥ 4 spectra,
respectively. This histogram reveals two significant spikes
corresponding to the mis-identification of [OIII] 5007̊A and
Hα as [OII]. Approximately a quarter of redshift blunders
correspond to this type of mis-identification; the correct red-
shift in such cases is always lower than the blunder redshift.

Figure 12 plots the distribution of redshift blunders not
contained in the two spikes in Figure 11. This type of blun-
der, comprising about three-quarters of all blunders, corre-
sponds to mis-identification of sky emission lines as [OII].
In Figure 12 we have also fitted a model for the redshift
distribution N(z) of the form:

N(z) ∝
(

z
z0

)α

exp

[

−
(

z
z0

)β
]

. (7)

The best-fitting parameters are z0 = 1.129, α = 1.181,
β = 10.39. We note that the distribution of blunders peaks
at a significantly higher redshift than the distribution of
correct redshifts shown in Figure 10. This implies that the
blunder fraction varies significantly with redshift – this be-
haviour is plotted in Blake et al. 2009, figure 6. In Section
3.2 we model the effect of these types of redshift blunders
on measurements of the galaxy power spectrum.

Figure 11. Distribution of values of (1 + z1)/(1 + z2) for incon-
sistent repeat redshifts derived from pairs of spectra with quality
flags Q = 3 (redshift z1) and Q ≥ 4 (redshift z2). The vertical
lines indicate the ratios expected in the cases where [OIII] and
Hα are mis-identified as [OII].

Figure 12. The distribution of redshift blunders for the pairs in
Figure 11 which do not lie in the two prominent spikes. The solid
line is the best fit of the model described by Equation 7.

3 POWER SPECTRUM ANALYSIS

3.1 Power spectrum estimation methodology

In this Section we summarize our method of power spectrum
estimation, prior to presenting our analysis of the WiggleZ
survey data in Section 3.3. Our power spectrum estimation
is based on the optimal weighting scheme of Feldman, Kaiser
& Peacock (1994) [FKP] (also see the discussions in Tadros
& Efstathiou 1996; Hoyle et al. 2002). We first enclosed
the survey cone for each region within a cuboid of sides
(Lx, Ly , Lz) and gridded the galaxy catalogue in cells num-
bering (nx, ny , nz) to produce a distribution n(#x). The cell
dimensions were chosen such that the Nyquist frequencies
in each direction (e.g. kNyq,x = πnx/Lx) exceeded the max-
imum frequency of measured power kmax by at least a factor
of two.

We then applied a Fast Fourier transform to the grid
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Figure 14. The galaxy power spectrum for each of the survey regions analyzed in this paper. The data points in each plot are the
power spectrum measured by FKP estimation. The dashed line is an (unconvolved) model power spectrum with cosmological parameters
Ωm = 0.274, Ωb/Ωm = 0.166, h = 0.7, ns = 1 and σ8 = 0.9. The solid line is the result of convolving this model power spectrum
with the selection function for each region. The linear galaxy bias factor in each region is varied as a free parameter (owing to the
different distribution of galaxy magnitudes in each region) to minimize the chi-squared statistic of the fit to the data. The fitting range
is k < 0.25 h Mpc−1 and the chi-squared statistic is calculated using the full covariance matrix.

Figure 15. Greyscale plot of the correlation coefficient r of Equation 39 for each of the survey regions analyzed in this paper, indicating
the degree of covariance between the power spectrum measurement in different Fourier bins.
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Figure 16. The power spectrum determined by combining the
measurements in the four survey regions analyzed in this paper
using inverse-variance weighting. We adjust the amplitudes of the
power spectra to allow for the differing degrees of convolution
with the selection function. The solid line has been generated
by combining the model power spectra in Figure 14 in a similar
manner.

Figure 17. Probability contours of Ωm and Ωb/Ωm fitting to
power spectra measured in the four survey regions analyzed in
this paper. The inner and outer contours enclose 68% and 95% of
the likelihood, respectively.

1 + 2
3β + 1

5β2, has been absorbed into the fitted amplitudes
b2
z. Dividing out this factor assuming β = 0.5 (see Section

4.2) we obtain a real-space linear bias factor br = 1.10±0.03
for the power spectrum. We can compare these galaxy bias
measurements to those deduced from the WiggleZ survey
small-scale correlation function measurements: for the red-
shift range 0.3 < z < 0.9, Blake et al. (2009) obtained
br = 1.21 ± 0.03. Possible reasons for the tension in these
measurements include: (i) galaxy bias is a scale-dependent
function, (ii) small-scale pairwise velocities have not been
modelled, (iii) the power-law correlation function model as-
sumed in Blake et al. (2009) breaks down at large scales.

4.2 Power spectra split into tangential and radial

components

In Figure 18 (left-hand panel) we display our measurement
of the power spectrum for the combined survey regions in
wavevector bins (kperp, kpar) tangential and radial to the
line-of-sight, respectively (we now use Fourier bins of width
∆k = 0.02 h Mpc−1 to increase the signal-to-noise ratio in
each bin). Redshift-space distortions from coherent infall ve-
locities modulate the power spectrum amplitude in the ra-
dial direction and induce a non-circular pattern of contours
of the form

P (kperp, kpar) = P (k) (1 + βµ2)2 (40)

where β is the redshift-space distortion parameter, k =
√

k2
perp + k2

par, and µ = cos θ = kpar/k where θ is the an-
gle of the wavevector to the radial direction. We fitted this
model to the power spectra in the four regions over the range
k < 0.2 h Mpc−1 (the measurement becomes very noisy at
larger values of k), varying the linear bias factor in each re-
gion and the overall value of β but fixing the parameters
Ωm = 0.274 and Ωb/Ωm = 0.166. We calculated the chi-
squared statistic of the fit for each region by convolving the
model power spectrum with the selection function and using
a full covariance matrix in bins of (kperp, kpar) determined by
Equation 15. Our result, marginalizing over the linear bias
factors, is β = 0.50 ± 0.06 with a total chi-squared statis-
tic of 337.4 for 319 degrees of freedom. This amplitude of
redshift-space distortions is consistent with the signal im-
printed in the small-scale correlation function (Blake et al.
2009). In the right-hand panel of Figure 18 we display a
model power spectrum including redshift-space distortions
with β = 0.5. Future studies will present full cosmological
fits to these measurements.

5 CONCLUSIONS

In this paper we have described our method of determining
the selection function of the WiggleZ Dark Energy Survey,
and have presented the current measurement of the large-
scale galaxy power spectrum using 39,000 redshifts of bright
emission-line galaxies at mean redshift z = 0.6. This sample
constitutes approximately 20% of the final WiggleZ survey.
We have quantified and categorized the redshift blunder rate
and determined its effect on the power spectrum measure-
ment via analytical calculations and detailed simulations.
We conclude that:

• The selection function of the WiggleZ survey is compli-
cated by the proximity of the faint magnitude threshold to
the completeness limit of the input catalogues, in particular
for the GALEX UV data. We quantified the incompleteness
in the parent target catalogue as a function of GALEX ex-
posure time and Galactic extinction via fitting formulae.

• We adopted a Monte Carlo technique to determine the
relative completeness of the spectroscopic follow-up at any
position. This technique allows for the complex overlapping
of survey pointings and for the systematic variation of red-
shift completeness across the 2-degree field-of-view of the in-
strument. We also allowed for the magnitude prioritization
of the spectroscopic follow-up which results in a position-
dependent galaxy redshift distribution.
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Figure 18. Left-hand panel: The power spectrum measurement for the combined survey regions split as a function of wavenumber kperp

perpendicular to the line-of-sight and kpar parallel to the line-of-sight, in bins of width ∆k = 0.02 h Mpc−1. The function is represented
using both greyscale and contours; the contour levels are logarithmically spaced between P = 1000 and 10,000 h−3 Mpc3. Results for the
four survey regions analyzed in this paper have been combined for the purposes of this plot by “deconvolving” the power spectra. The
non-circularity of the contours encodes the imprint of large-scale galaxy peculiar velocities, as discussed in the text. Right-hand panel:

A model power spectrum plotted in the same space, generated using cosmological parameters Ωm = 0.274, Ωb/Ωm = 0.166, h = 0.7,
ns = 1 and redshift-space distortion parameter β = 0.5.

• The WiggleZ survey contains redshift blunders resulting
from emission-line confusion (most significantly, [OIII] and
Hα mis-identified as [OII]) and from sky emission lines mis-
identified as [OII]. The overall blunder rate is about 5%.
The effect of the redshift blunders on the power spectrum
measurement is well-approximated as a constant reduction
in amplitude for scales k > 0.05 h Mpc−1 combined with
an enhanced level of reduction for large scales k < 0.05 h
Mpc−1.

• We measured the galaxy power spectra in four indepen-
dent survey regions using the method of Feldman, Kaiser
& Peacock (1994). The angle-averaged power spectrum for
the whole sample, combining these measurements, has a
fractional accuracy of about 5% in Fourier bins of width
∆k = 0.01 h Mpc−1.

• The power spectrum data is well-described by a lin-
ear power spectrum model with matter and baryon densi-
ties consistent with those determined from observations of
the Cosmic Microwave Background radiation, together with
a linear galaxy bias factor, when that model is convolved
with the selection function in each region. The data are
consistent with the linear-theory model over the wavenum-
ber range k < 0.25 h Mpc−1, which significantly exceeds
the corresponding range for surveys targeting galaxies with
lower redshifts or greater bias factors.

• Fitting the linear-theory model to the measured power
spectrum, using a full covariance matrix for each survey re-
gion, produces parameter measurements (with 68% confi-
dence ranges) Ωm = 0.28+0.03

−0.06 and Ωb/Ωm = 0.16+0.05
−0.16 (for

fixed h = 0.7 and ns = 1). The best-fitting large-scale linear
galaxy bias factor is b = 1.10 ± 0.03 (assuming σ8 = 0.9).

• If the power spectrum measurement is split into bins of

tangential and radial wavevector, we detect a clear imprint
of peculiar velocities which is consistent with redshift-space
distortion parameter β = 0.5.

Future studies will present full cosmological parameter fits
and combinations of these results with other datasets, in-
cluding implications for the growth of cosmic structure and
Gaussianity of the initial conditions, and extend these anal-
yses to the final WiggleZ survey catalogues.
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Status

Figure 6: The data points show the WiggleZ galaxy power spectrum of Figure 5 divided by a smooth
wiggle-free reference spectrum to assess the detectability of baryon oscillations. The current patchy
survey window function reduces the amplitude of the observed baryon oscillations. The dashed line is
the model power spectrum which would be observed in a perfect survey window. The solid line is the
convolution of this model with the current survey window function. The wiggle amplitude increases
as the window function is filled in; a simulation of the final survey is shown in Figure 8.
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Forecast

Figure 8: A simulation of the final WiggleZ survey power spectrum for the redshift range 0.3 < z < 0.9
assuming we will cover 750 deg2. The data points, dashed and solid curves represent the same
quantities as in Figure 6.

ruler measurement in the tangential and radial directions for this simulation (using the method
introduced by Blake & Glazebrook, 2003, ApJ, 594, 665). The results for the accuracy are
3% and 6% in the tangential and radial directions, respectively, combining to produce a 2%
measurement of the distance scale at z = 0.6. This level of accuracy matches the forecast
presented in the original survey proposal.

7 Survey progress

Our planned survey goal is to obtain 238,000 galaxy redshifts over 1000 deg2 (to make con-
nection with the above Figures: roughly 203,000 of those redshifts would lie in the range
0.3 < z < 0.9). This target density is driven by achieving the optimal balance between cosmic
variance and shot noise in the power spectrum measurement. We requested 220 telescope nights
(165 clear) hence our required galaxy redshift rate is 1442 per clear night.

Up to the end of the 2008A semester we had gathered 97,000 WiggleZ redshifts in 73 clear
nights. Our overall redshift rate (1330 per clear night) is hence within 10% of the target. The
small discrepancy can be entirely attributed to the galaxy selection refinements we implemented
in the 06B semester, as illustrated in Figure 8.

However, because of the high bad weather fraction we have experienced, we currently expect
to map somewhat less than 1000 deg2 in 220 total nights. For the survey simulation presented
in Section 6 we have assumed a conservative value of 750 deg2 for the final area. In order to
safeguard the baryon oscillation detection we have defined high-priority contiguous 100 deg2

regions within each of our 7 survey fields, in which we are concentrating our observations.
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Get your good, well calibrated images first!

Or do a lot more work...

Start with a pilot survey

Refine colour selections with real results

Be prepared to dispose of first 10%

Redshifting will be hard

Or you are not doing BAO right...

Just about anything is fixable for cosmology...
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